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Abstract

We introduce the SRI speech-based collaborative learning corpus, a novel collection designed for the investigation and measurement of how students collaborate together in small groups. This is a multi-speaker corpus containing high-quality audio recordings of middle school students working in groups of three to solve mathematical problems. Each student was recorded via a head-mounted noise-cancelling microphone. Each group was also recorded via a stereo microphone placed nearby. A total of 80 sessions were collected with the participation of 134 students. The average duration of a session was 20 minutes. All students spoke English; for some students, English was a second language. Sessions have been annotated with time stamps to indicate which mathematical problem the students were solving and which student was speaking. Sessions have also been hand annotated with common indicators of collaboration for each speaker (e.g., inviting others to contribute, planning) and the overall collaboration quality for each problem. The corpus will be useful to education researchers interested in collaborative learning and to speech researchers interested in children’s speech, speech analytics, and speech diarization. The corpus, both audio and annotation, will be made available to researchers.
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1. Introduction

The SRI Speech-Based Collaborative Learning Corpus is being collected as part of a project investigating the utility of a speech-based learning analytics approach to collaborative learning. Collaboration is a core teaching and learning process that students must master as they progress through school and their careers [1]. It has been investigated for several decades and a robust theory documenting key features of collaborative learning exists [2], [3]. Face-to-face collaborative and cooperative learning have demonstrated to be beneficial for students’ learning [4]. However, collaboration is a process that is difficult to manage and assess in a typical classroom setting. Research in this area could increase knowledge of how humans and automatic speech recognition can judge the quality of student collaboration based on features of student speech. Such judgments are important to teachers’ implementation of collaborative learning in classrooms and they make collaborative learning more quantifiable.

Assessing collaboration includes many facets. We focus on the speech component and the corpus is collected with that in mind. Our goal is determining whether detectable patterns exist in student speech that correlate with collaborative learning indicators and that provide a means of assessing collaboration quality. To that end, the corpus contains manual annotations (1) marking indicators of collaboration and (2) assessing the overall collaboration quality of the interaction.

We report on phase 1 of the speech corpus: speech collected from two small groups of students working simultaneously. Phase 1 data collection is complete and annotation is underway. Phase 2 will contain audio recordings of full classrooms (25-30 students) working simultaneously in small groups.

2. Data collection

The first phase of data collection is complete. The collection contains audio recordings from visits to 21 middle schools and the participation of 134 students. The corpus also contains associated software logs. Video recordings were collected for use in annotation. The audio recordings and software logs will be made available to researchers after the conclusion of the project in 2017.

2.1. Collaboration task

The participants in this data collection were middle school students (grades 6-8) from the San Francisco Bay Area. Participation took place after school in a mathematics classroom. They worked in groups of three on sets of short mathematics problems that require collaboration to solve. The mathematics problems were developed under an earlier project and have been extensively tested [5]. They were a collaborative variation of the cloze task (fill in the blank) [6], in which each student was assigned one blank and each problem required the students to work together and talk to each other to coordinate their three answers. Figure 1 has a screen shot showing one of the cloze tasks.

The collaborative mathematics problems were delivered on iPads with a custom-built software application. The software logs recorded the timestamps for the beginning and end of each problem, every answer choice each student made, every solution the group collectively agreed on, and whether that solution was correct.

Most students participated in two sessions with different group configurations. In session 1, students entered their answers via the touch screen; in session 2, students entered their answers via their own controller. The average length of a single session was 20.47 minutes.
2.2. Recording setup

Two groups of three students participated at the same time. Each group sat at separate tables that were situated as far apart as the classroom configuration allowed. Students sat in a row (from left to right: student 1, student 2, student 3) in front of an iPad activity station. Each student wore a head-mounted noise-cancelling microphone (Audio-Technica PRO 8HEx). Students 1 and 2 wore the headset so that microphone pointed away from the group in order to cancel as much audio from the other two students as possible. A ZOOM H6 portable digital recorder was used to record audio from these three microphones plus its built-in stereo microphone. All four audio channels were digitized at 48 kHz with 24-bit PCM encoding using a shared clock (and were therefore sample synchronous).

Each group was also video recorded from behind to capture the iPad screen and most hand gestures. The video was used for annotation purposes only and will not be shared.

Because the collection took place after school, background noise was limited. The recordings do contain noise from the other participating group, students outside the classroom, and intercom announcements.

3. Data segmentation

The audio (three mono and one stereo sample synchronous channels) has been aligned with the start and end times that each group worked on each mathematical problem or “item”. This alignment was done initially by using the timestamps saved in the software logs and then manually based on the audio and video recordings.

The corpus contains timestamps for the speech regions from each participant based on the output of a speech activity detection (SAD) system [7], [8]. The spoken interactions contain much overlapping speech, so the SAD system was run separately on the audio from each student’s microphone. The SAD system calculated a spectral variability score for every 10 ms of audio. Based on a small sample, we determined a spectral variability threshold and used that threshold to decide if speech was contained in each 10 ms audio window. Assuming minimum durations for the regions of speech and non-speech, we then concatenated these 10ms windows to form regions of speech from a single speaker. Each speech region roughly corresponds to a spoken utterance from a single student, though utterances with long pauses may be broken up into two or more regions.

In addition to automatically detecting the speech regions, we manually annotated the speech regions for a small subset of the sessions. We marked the start and end times for each region of speech from each speaker. The utterances were broken up if they contained long pauses. These manual timestamps can be used to obtain more accurate speech duration measures and to tune an automatic SAD system. All audio segmentation, both automatic and manual, will be made available to the researchers after the conclusion of the project in 2017.

4. Data annotation

All audio recordings made during active work on the mathematics problems are being manually annotated by education researchers for (1) indicators of collaboration and (2) overall collaboration quality. These annotations will enable researchers to investigate the correlation between speech features and certain verbal behaviors associated with collaboration (positively and negatively) and overall collaboration quality.

All audio has been manually annotated for overall quality of collaboration. At this paper’s publication time, 94% of the audio has been annotated or indicators of collaboration. Annotations will be made available to researchers after the conclusion of the project in 2017.

4.1. Annotation procedure

To establish inter-rater reliability on the human annotations, the annotators participated in multiple training sessions over approximately 30 days for the collaboration quality (Q) codes and over approximately 60 days for the indicators of collaboration (I) codes. The training sessions served as a space for developing a shared meaning of the codes and more detailed criteria for each code, in order to establish reliability and to refine the coding scheme. The annotators watched videos of the collaboration and had access to the waveforms of the separate audio channels. The annotations were applied in a custom application that could show the video synced up with the audio channel data. After the training period, the annotators were assigned videos to code independently. The majority of the videos were coded by a single annotator and about 10% were coded by all team members for periodic
reliability checks. The annotation teams also met regularly to discuss coding issues.

4.2. Indicators of collaboration

Work on face-to-face collaboration [9] and online collaboration [10] lists behaviors that are “supportive of collaboration.” These behaviors include giving and receiving help and assistance, exchanging resources and information, and explaining or elaborating information. We built off of these and other extant collaboration coding schemes to iteratively construct a coding scheme that would be appropriate for the type of task and group setting that we were using. The collaboration indicator (I) codes are organized into three categories: (1) regulative/logistical codes; (2) interaction-based codes; and (3) learning-related (cognitive) codes. Some codes were given a hypothetical valence as to whether they were expected to positively or negatively influence the overall collaboration quality of the group. The I codes are listed in Table 1.

Table 1: Indicators of collaboration quality.

<table>
<thead>
<tr>
<th>Regulative/Logistical</th>
<th>Planning</th>
<th>Monitoring progress</th>
<th>Verbalizing thinking</th>
<th>Reading problem aloud</th>
<th>Communicating that thinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction</td>
<td>Turn sharing</td>
<td>Being ignored</td>
<td>Acknowledging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning-Related</td>
<td>Inviting others to contribute</td>
<td>Cognitive frustration</td>
<td>Asking a question</td>
<td>Giving away an answer</td>
<td>Explaining</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Agreeing</td>
<td>Disagreeing</td>
<td></td>
</tr>
</tbody>
</table>

Annotators assigned I codes to the individual audio channels. For each I code, the annotators assigned a start time, an end time, and a label. Figure 3 shows a schematized example of I code annotation.

Figure 3: Example of I codes aligned with audio from each student. 1=Verbalizing thinking; 2=Agreeing; 3=Communicating that thinking; 4=Inviting others to contribute; 5=Planning

4.3. Overall collaboration quality

The collaboration quality (Q) codes represent the degree to which the three students collectively were engaging in good collaboration. Importantly, from the perspective of the expert human coders, they depend not on how much each student talked but on whether and how much each student was engaged intellectually in the group problem solving. In descending order of collaboration quality, the four Q codes are: (1) good collaboration; (2) out in the cold; (3) follow the leader; and (4) not collaborating. Additionally, if students did not have an opportunity to collaborate (e.g., they were waiting for technical help) or if the window was too short to assess, then the coding window was marked as not applicable (N/A) for a Q code.

- Good Collaboration: All three students are working together and intellectually contributing to problem solving.
- Out in the Cold: Two students are working together, but the third is either not contributing or is being ignored.
- Follow the Leader: One student is taking the intellectual lead on solving the problem and is not bringing in others.
- Not Collaborating: No students are actively contributing to solving the problem (either off-task or independently working).

A team of five annotators (different annotators than for the I codes) made coding decisions at two levels: the item level (which varied in length depending on how long it took the group to solve the problem) and a fixed 30-second window within each item. All windows and items received a primary Q code, for the prominent quality of that time segment. When more than one mode of collaboration occurred in a segment, the annotators could optionally apply a secondary Q code for the other mode.

For the Q codes, the annotators reached more than 85% agreement (Cohen's kappa of 0.61) at the 30-second chunk level before working on their own. Following the training period, each annotator independently viewed and coded an assigned number of videos independently. To maintain consistency, 15% of the coded videos were checked by a third coder. Every two weeks during the coding period, the human coders reconvened to discuss coding consistency.

Figure 4: Example of Q codes aligned with the audio

5. Corpus statistics

5.1. Audio data

The data collection contains audio recordings from 80 sessions of groups of three students interacting. A total of 134 students participated with an approximately equal number for each gender – 68 females and 66 males. Half of the students were in
the 6th grade (67 students) and the remainder were in 7th grade (35 students) and 8th grade (32 students). Students included both native speakers of English and English language learners. Most students participated in two sessions each. However, some school visits had more than six students participate, and some students had to sit out one session. Of the students, 106 participated in both sessions.

The average duration of a session was 20.4 minutes and the groups worked on an average of 10.9 items per session. The average duration of an item was 104.5 seconds. Based on the output of the automatic SAD system, the average amount of speech per student per session was 4.6 minutes. A large range existed in the time that different students spoke. The shortest amount of speech from a student in a single session was 3.6 seconds, while the most was 12.4 minutes. This range was also reflected in the number of regions of speech from each student in a single session. Based on SAD output, the students averaged 308.4 speech regions per session. The smallest number of speech regions for a student in a single session was 14 and the largest number was 754. Table 2 summarizes the numbers.

Table 2: Amount of speech per speaker per session.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of speech</td>
<td>4.6 min</td>
<td>3.6 sec</td>
<td>12.4 min</td>
</tr>
<tr>
<td>Number of speech regions</td>
<td>308.4</td>
<td>14</td>
<td>754</td>
</tr>
</tbody>
</table>

Table 3: Distribution of I codes.

<table>
<thead>
<tr>
<th>I Code</th>
<th>Count</th>
<th>I Code</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbalizing thinking</td>
<td>9605 Explaining</td>
<td>349</td>
<td></td>
</tr>
<tr>
<td>Planning</td>
<td>3440 Turn sharing</td>
<td>286</td>
<td></td>
</tr>
<tr>
<td>Communicating that thinking</td>
<td>2578 Expressing lack of understanding</td>
<td>276</td>
<td></td>
</tr>
<tr>
<td>Agreeing</td>
<td>1920 Monitoring progress</td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>Reading problem aloud</td>
<td>1249 Giving away an answer</td>
<td>181</td>
<td></td>
</tr>
<tr>
<td>Acknowledging</td>
<td>1239 Cognitive frustration</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>Disagreeing</td>
<td>1052 Inviting others to contribute</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Asking a question</td>
<td>728 Being ignored</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

5.2. Annotation data

At time of publication almost all sessions have been annotated with I codes (75 out of 80 sessions). All sessions from phase 1 of the data collection will be annotated by the end of the project. So far, more than 23K I codes have been assigned, with an average of 310.5 I codes per session. Table 3 shows the distribution of I codes in descending order of frequency.

All 80 session have been annotated with Q codes. A relatively balanced distribution of the four Q codes exists, indicating that the data contain a range of collaboration quality among the groups of students. Table 4 shows the distribution of Q codes at the item level and at the 30-second window level.

Table 4: Distribution of Q codes.

<table>
<thead>
<tr>
<th>Q Code</th>
<th>Item-Level Count</th>
<th>Window-Level Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good collaboration</td>
<td>352</td>
<td>1009</td>
</tr>
<tr>
<td>Out in the cold</td>
<td>224</td>
<td>804</td>
</tr>
<tr>
<td>Follow the leader</td>
<td>177</td>
<td>622</td>
</tr>
<tr>
<td>Not collaborating</td>
<td>118</td>
<td>519</td>
</tr>
</tbody>
</table>

6. Summary and future directions

In this paper, we introduce a new and novel speech corpus: The SRI Speech-Based Collaborative Learning Corpus. The corpus contains high-quality multi-channel sample-synchronous audio recordings of middle school students interacting while solving collaborative mathematical problems. The corpus contains automatic and manual segmentation of the audio into speech regions as well as careful annotation of indicators of collaboration and overall collaboration quality.

Phase 1 of the data collection has been completed and at time of publication almost all the audio has been annotated for overall collaboration quality and for indicators of collaboration. Research on predicting collaboration quality from non-lexical speech features is ongoing [11] [12]. Future work will investigate the correlation between (1) indicators of collaboration and overall collaboration quality and (2) indicators of collaboration with non-lexical speech features.

Phase 2 of data collection has been completed and annotation is underway. It is a more complicated collection that involves dividing a full classroom of students into small groups and recording all groups working simultaneously. The audio recordings contain more realistic noise levels, such as those expected during collaborative learning in the classroom. These recordings can be used to further assess the utility of speech-based methods of assessment in the classroom.

This corpus was designed specifically for researching speech patterns during collaborative learning and determining whether these features can provide a means to assess collaboration quality. The corpus will be of general interest to both education and speech researchers. The corpus, (audio, segmentation, and annotation) will be shared with others for research purposes.
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