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Summary

Optimism is growing that the near future will witness rapid growth in human-computer in-
teraction using voice. System prototypes have recently been built that demonstrate speaker-
independent real-time speech recognition and understanding of naturally spoken utterances
moderately sized vocabularies (1000 to 2000 word), and larger-vocabulary speech recognition
systems are on the horizon. Already, computer manufacturers are building speech recognition
subsysterns into their new product lines. However, before this technology will be broadly useful,
a substantial knowledge base about human spoken language and performance during computer-
based interaction needs to be gathered and applied. This chapter reviews application areas

. in which spoken interaction may play a significant role, assesses potential benefits of spoken
interaction with machines, and attempts to compare voice with alternative and complementary
modalities of human-computer interaction. The chapter also discusses information that will be
needed to build a firm empirical foundation for future designing human-computer interfaces. Fi-
nally, it argues for a more systematic and scientific approach to understanding human language
and performance with voice-interactive systems.

"The writing of this paper was supported in part by a grant from the National Science Foundation (number
IRI-9213472) to SRI International. This paper will appear in Human-Computer Interaction by Veice, D. B. Roe and
J. Wilpon (eds.), chapter 1, National Academy of Sciences Press, Washington, D. C., 1993.



1 Introduction

From the beginning of the computer era, futurists have dreamed of the conversational computer —
2 machine that we could engage in spoken natural language conversation. For instance, Turing’s
famous “test” of computational intelligence imagined a computer that could conduct such a fluent
English conversation that people could not distinguish it from a human. However, despite prolonged
research and many notable scientific and technological achievements, until recently there have been
few human-computer dialogues, none of them spoken. This situation has begun to change, as
steady progress in speech recognition and natural language processing technologies, supported by
dramatic advances in computer hardware, has made possible laboratory prototype systems with
which one can engage in simple question-answering dialogues. Although far from human-level
conversation, this initial capability is generating considerable interest and optimism for the future
of human-computer interaction using voice.

This paper aims to identify applications for which spoken interaction may be advantageous,
to situate voice with respect to alternative and complementary modalities of human-computer
interaction, and to discuss obstacles that exist to the successful deployment of spoken language
systems because of the nature of spoken language interaction.

Two general sorts of speech input technology are considered. First, we survey a number of
existing applications of speech recognition technologies, for which the system identifies the words
spoken, but need not understand the meaning of what is being said. Second, we concentrate on
applications that will require a more complete understanding of the speaker’s intended meaning,
examining future spoken dialogue systems. Finally, we discuss how such speech understanding will
play a role in future human-computer interactions, particularly those involving the coordinated use
of multiple communication modalities, such as graphics, handwriting, and gesturing. It is argued
that progress has been impeded by the lack of adequate scientific knowledge about human spoken
interactions, especially with computers. Such a knowledge base is essential to the development of
well-founded human-interface guidelines that can assist system designers in producing successful
applications incorporating spoken interaction. Given recent technological developments, the field
is now in a position to systematically expand that knowledge base.

1.1 Background and Definitions

Human-computer interaction using voice may involve speech input or speech output, perhaps in
combination with each other or with other modalities of communication.

1.1.1 Speech Analysis

The speech analysis task is often characterized along five dimensions:

Speaker Dependence. Speech recognizers are described as speaker-dependent/trained, speaker-
adaptive, and speaker-independent. For speaker-dependent recoguition, samples of a given
user’s speech are collected and used as models for his/her subsequent utterances. For speaker-
adaptive recognition, parameterized acoustical models are initially available, which can be
more finely tuned for a given user through pronunciation of a limited set of specified utter-
ances. Finally, speaker-independent recognizers are designed to handle any user’s speech,
without training, in the given domain of discourse [45].



Speech Continuity. Utterances can be spoken in an isolated manner, with breaks between words,
or as continous natural speech. '

Speech Type. To develop initial algorithms, researchers typically first use read speech as data,
in which speakers read random sentences drawn from some corpus, such as the Wall Street
Journal. Subsequent to this stage of algorithm development, speech recognition research
attempts to handle spontaneous speech, in which speakers construct new utterances in the
chosen domain of discourse.

Interactivity. Certain speech recognition tasks, such as dictation, can be characterized as nomn-
interactive, in that the speaker is receiving no feedback from the intended listener(s). Other
systems are designed to process interactive speech, in which speakers construct utterances as
part of an exchange of turns with a system or with another speaker.

Vocabulary and Grammar. The user can speak words from a tightly constrained vocabulary
and grammar, or from larger vocabularies and grammars that more closely approximate that
of a natural language. The system’s vocabulary and grammar can be chosen by the system
designer or application developer, or it can be compiled from data based on actual users
speaking either to a simulated system or to an early system prototype. Current speech
recognition technologies require an estimate of the probability of occurrence of each word in
the context of the other words in the vocabulary. Because these probabilities are typically
approximated from the distribution of words in a given corpus, it is currently difficult to
expand a system’s vocabulary, although research is proceeding on vocabulary-independent
recognition [61].

Vendors often describe their speech recognition hardware as offering a very high recognition accu-
racy, but it is only in the context of a quantitative understanding of the recognition task that one
can meaningfully compare the performance of recognizers. To calibrate the difficulty of a given
recognition task for a given system, researchers have come to use a measure of the perplezity of
that system’s language model, which measures, roughly-speaking, the average number of word pos-
sibilities at each state of the grammar [8, 9, 67]. Word recognition accuracy has been found, in
general, to be inversely proportional to perplexity. Most commercial systems offer speech recog-
nition systems claiming >95% word recognition accuracy given a perplexity on the order of 10.
At least one vendor offers a 1000-5000 word speaker-independent system, with perplexities in the
range of 66-433, and a corresponding word-recogrition error of 3% to 15% for recognition of iso-
lated words [10]. Current laboratory systems support real-time speaker-independent recognition
of continuously spoken utterances drawn from a vocabulary of approximately 1500 words, with a
perplexity of 50-70, resulting in word recognition error rates between 4% and 8% [114]. The most
ambitious speaker-independent systems are currently recognizing, in real-time, read speech drawn
from a 5,000 word vocabulary of Wall Street Journal text, with a perplexity of 120, resulting in a
word-recognition error rate of 5% [114]. Larger vocabularies are now being attempted.

The end result of voice recognition is the highest ranking string(s) of words, or often lattice
of words, that covers the signal. For small vocabularies and tightly constrained grammars, a
simple interpreter can respond to the spoken words directly. However, for larger vocabularies
and more natural grammars, natura!l languege understanding must be applied to the output of the
recognizer in order to recover the intended meaning of the utterance.! Because this natural language

'See [97] for a discussion of how these components can be integrated.



understanding process is complex and open-ended, it is often constrained by the application task
(e.g., retrieving information from a database) and by the domain of discourse (e.g., a database
about airline flights). The combination of speech recognition and language understanding will
be termed here speech understanding, and the systems that use such input will be termed spoken
language systems. This chapter reviews earlier work on uses of speech recognition, but concentrates
on uses of spoken language.

1.1.2 Speech Synthesis

Three forms of speech synthesis technology exist:

Digitized Speech. To produce an utterance, the machine assembles and plays back previously
recorded and compressed samples of human speech. Although a noticeable break between
samples can often be heard, and the overall intonation may be inaccurate, such a synthesis
process can offer human-sounding speech of high intelligibility. This process is, however,
limited to producing combinations of the recorded samples.

Text-to-Speech. Text-to-speech synthesis involves an automated analysis of the structure of
words into their morphological constituents. By combining the pronunciations of those sub-
word units according to letter- and morph-to-sound rules, coupled with a large list of ex-
ceptional pronunciations (for English), arbitrary text can be rendered as speech. Because
this technology can handle open-ended text, it is suitable for large-scale applications such as
reading text aloud to blind users or reading electronic mail over the telephone. Text-to-speech
science and technology is covered at length in this volume [2, 20].

Concept-to-Speech. With text-to-speech systems, the text to be converted is supplied from a
human source. Future dialogue systems will require computers to decide for themselves what
to say and how to say it in order to arrive at a meaningful and contextually appropriate
dialogue contribution. Such systems need to determine what speech action(s) to perform
(e.g., request, suggestion), how to refer to entities in the utterance, what to say about them,
what grammatical forms to use, and what intonation to apply. Moreover, the utterance should
contribute to the course of the dialogue, so the system should keep a representation of what
it has said in order to analyze and understand the user’s subsequent utterances.

The research areas of speech synthesis and language generation have received considerably
less attention than speech recognition and understanding, but will increase in importance as the
possibility of developing spoken dialogue systems becomes realizable.

The remainder of this chapter explores current and future application areas in which spoken
interaction may be a preferred modality of communication with computers. First, factors that may
influence the desirability and efficiency of voice-based interaction with computers are identified,
independent of whether a simple command language or a quasi-natural language is being spoken.
Then, we discuss spoken language interaction, comparing it both to keyboard-based interaction and
to the currently dominant graphical user-interface paradigm. After identifying circumstances that
favor spoken language interaction, gaps in the scientific knowledge base of spoken communication
are identified that present obstacles to the development of spoken language-based systems. It is
_observed that future systems will be multimodal, with voice being only one of the communication
modalities available. We conclude with suggestions for further research that needs to be undertaken



to support the development of voice-based unimodal and multimodal systems, and argue that there
is a pressing need to create empirically-based human interface guidelines for system developers
before voice-based technology can fulfill its potential.

2 When Is Spoken Interaction with Computers Useful?

As yet, there is no theory or categorization of tasks and environments that would predict, all else
being equal, when voice would be a preferred modality of human-computer communication. Still,
a number of situations have been identified in which spoken communication with machines may be
advantageous:

¢ When the user’s hands or eyes are busy

¢ When only a limited keyboard and/or screen is available

¢ When the user is disabled

¢ When pronunciation is the subject matter of computer use

¢ When natural language interaction is preferred

We briefly examine the present and future roles of spoken interaction with computers for these
environments. Because spoken natural language interaction is the most difficult to implement, we
discuss it extensively in Section 3.3.2.

2.1 Voice Input
2.1.1 Hand/Eyes-Busy Tasks

The classic situation favoring spoken interaction with machines is one in which the user’s hands
and/or eyes are busy performing some other task. In such circumstances, by using voice to com-
municate with the machine, people are free to pay attention to their task, rather than breaking
away to use a keyboard. Field studies suggest that, for example, F-16 pilots who can attain a
high speech recognition rate can perform missions, such as formation flying or low-level navigation,
faster and more accurately when employing spoken control over various avionics subsystems, as
compared with keyboard and multifunction-button data entry [62, 126, 155]. Similar results have
been found for helicopter pilots in noisy environments during tracking and communications tasks
[135, 136, 143].2

Commercial hands/eyes-busy applications also abound. For instance, wire installers, who spoke
a wire’s serial number and then were guided verbally by the computer to install that wire achieved
a 20-30% speedup in productivity, with improved accuracy and lower training time, over their
prior manual method of wire identification and installation [93]. Parcel sorters who spoke city
names instead of typing destination-labeled keys attained a 37% improvement in entry time during
hands/eyes busy operations [149]. However, when the hands/eyes-busy component of parcel sorting
was removed, spoken input offered no distinct speed advantages. In addition, VLSI circuit designers
were able to complete 24% more tasks when spoken commands were available than when they used

2Further discussion of speech recognition for military environments can be found in [152, 153).



only a keyboard and mouse interface (see Section 3.3.1) [94]. Although individual field studies are
rarely conclusive, many field studies of highly accurate speech recognition systems with hands/eyes-
busy tasks have found that spoken input leads to higher task productivity and accuracy.

Not only does spoken input offer efficiency gains for a given hands/eyes-busy task, it offers the
potential to change the nature of that task in beneficial ways. For example, instead of having to
remember and speak or type the letters “YYZ" to indicate a destination airport, a baggage-handler
could simply say “Toronto,” thereby employing an easy-to-remember name [94, 104]. Similar
potential advantages are identified for voice-based telephone dialers, to which one can say “Call
Tom,” rather than having to remember and input a phone number [123]. Other hands/eyes busy
applications that might benefit from voice interaction include data entry and machine control
in factories and field applications [95], access to information for military command-and-control,
astronauts’ information management during extra-vehicular access in space, dictation of medical
diagnoses [10], maintenance and repair of equipment, control of automobile equipment {e.g., radios,
telephones, climate control), and navigational aids [142)].

A major factor determining success for speech input applications is speech recognition accuracy.
For example, the best task performance reported during AFTI F-16 test flights was obtained once
pilots attained isolated word recognition rates > 95%. Below 90%, the effort needed to correct
recognition errors was said to outweigh the benefits gained for the user [62]. Similar results showing
the elimination of benefits once error correction is considered have also been found in tasks as simple
as entry of connected digits [57).

To attain a sufficiently high level of recognition accuracy in field tests, spoken input has been
severely constrained to allow only a small number of possible words at any given time. Stili, even
with such constraints, accuracy in the field often lags that of laboratory tests because of many
complicating factors, such as the user’s physical and emotional state, ambjent noise, microphone
equipment, the demands of real tasks, methods of user and system training, and individual dif-
ferences encountered when an array of real users is sampled. However, it is claimed that most
failures of speech technology have been the result of human factors engineering and management
[81], rather than low recognition accuracy per se. Human factors issues are discussed further below,
and in [69].

2.1.2 Limited Keyboard/Screen Option

The most prevalent current uses of speech synthesis and recognition are telephone-based appli-
cations. Speech synthesizers are commonly used in the telecommunications industry to support
directory assistance, speaking the desired telephone number to the caller, thereby freeing the oper-
ator to handle another call. Speech recognizers have been deployed to replace or augment operator
services {e.g., collect calls), handling hundreds of millions of callers each year, and resulting in
multi-million dollar savings [83, 101, 156]. Speech recognizers for telecommunications applications
accept a very limited vocabulary, perhaps spotting only certain key words in the input, but need
to function with high reliability for a broad spectrum of the general public. Although not as physi-
cally severe as avionic or manufacturing applications, telecommunications applications are difficult
because callers receive little or no training about use of the system, and may have low-quality
equipment, noisy telephone lines, and unpredictable ambient noise levels. Moreover caller behavior



is difficult to predict and channel [11, 69, 139]. *

The considerable success at automating the simpler operator services opens the possibility for
more ambitious telephone-based applications, such as information access from remote databases.
For example, the caller might inquire about airline and train schedules [1, 39, 116], yellow-pages
information, or bank account balances [101}, and receive the answer auditorily. This general area
of human-computer interaction is much more difficult to implement than simple operator services
because the range of caller behavior is quite broad, and because speech understanding and dialogue
participation is required, rather than just word recognition. When even modest quantities of data
need to be conveyed, a purely vocal interaction may be difficult to conduct, although the advent of
“screen phones” may well improve such cases.

Perhaps the most challenging potential application of telephone-based spoken language tech-
nology is the interpretation of telephony [80, 125] in which two callers speaking different languages
can engage in a dialogue mediated by a spoken language translation system [75, 160]. Such systems
are currently designed to incorporate speech recognition, machine translation, and speech synthe-
sis subsystems, and to interpret one sentence at a time. A recent initial experiment organized
by ATR International (Japan), with Carnegie-Mellon University (USA) and Siemens A.G. (Ger-
many), involved Japanese-English and Japanese-German machine-interpreted dialogues [120, 160].
Utterances in one language were recognized and translated by a local computer, which sent a trans-
lated textual rendition to the foreign site, where text-to-speech synthesis took place. AT&T has
demonstrated a limited-domain spoken English-Spanish translation system [125], although not a
telephone-based one, and Nippon Electric Corporation has demonstrated a similar Japanese-English
system.

Apart from the use of telephones, a second equipment-related factor favoring voice-based inter-
action is the ever-decreasing size of portable computers. Portable computing and communications
devices will soon be too small to allow for use of a keyboard, implying that the input modalities for
such machines will most likely be digitizing pen and voice [36, 107], with screen and voice providing
system output. Given that these devices are intended to supplant both computer and telephone,
users will already be speaking through them. A natural evolution of the devices will offer the user
the capability to speak to them as well.

Finally, an emerging use of voice technology is to replace the many control buttons on consumer
electronic devices (e.g., VCRs, receivers). As the number of user-controllable functions on these
devices increases, the user interface becomes overly complex and can lead to confusion over how to
perform even simple tasks. Products have recently been announced that allow users to program
their devices using simple voice commands.

2.1.3 Disability

A major potential use of voice technology will be to assist deaf users in communicating with the
hearing world using a telephone [16]. Such a system would recognize the hearing person’s speech,
render it as text, and synthesize the deaf person’s textual reply (if using a computer terminal} as
a spoken utterance. Another use of speech recognition in assisting deaf users would be captioning
television programs or movies in real time. Speech recognition could also be used by motorically
impaired users to control suitably augmented household appliances, wheel chairs, and robotic pros-

3 An excellent review of the human factors and technical difficulties encountered in telecommunications applications
of speech recognition can be found in [70].



theses. Text-to-speech synthesis can assist users with speech and motor impediments, can assist
blind users with computer interaction and, when coupled with optical character recognition technol-
ogy, can read printed materials to blind users. Finally, given sufficiently capable speech recognition
systems, spoken input may become a prescribed therapy for repetitive stress injuries, such as carpal
tunnel syndrome, which are estimated to afflict approximately 1.5% of office workers in occupations
that typically involve the use of keyboards [144], although speech recognizers may themselves lead
to different repetitive stress injuries [92].4 :

2.1.4 Subject Matter is Pronunciation

Speech recognition will become a component of future computer-based aids for foreign language
learning and for the teaching of reading [17, 18, 98]. For such systems, speakers’ pronunciation of
computer-supplied texts would be analyzed and given as input to a program for teaching reading
or foreign languages. Whereas these may be easier applications of speech recognition than some
because the words being spoken are supplied by the computer, the recognition system will still
be confronted with mispronunciations and slowed pronunciations, requiring a degree of robustness
not often considered in other applications of speech recognition. Substantial research will also
be needed to develop and field-test new educational software that can take advantage of speech
recognition and synthesis for teaching reading. This is perhaps one of the most important potential
applications of speech technology hecause the societal implications of raising literacy levels on a
broad scale are enormous.

2.2 Voice Output

As with speech input, the factors favoring voice output are only informally understood. Just as
tasks with a high degree of visual or manual activity may be more effectively accomplished using
spoken input, such tasks may also favor spoken system output. A user could concentrate on a task
rather than altering his or her gaze to view a system display. Typical application environments
include flying a plane, in which the pilot could receive information about the status of the plane’s
subsystems during critical phases of operation (e.g., landing, high-speed maneuvering), and driving
a car, in which the driver would be receiving navigational information in the course of driving.
Other factors thought to favor voice output include remote access to information services over
the telephone, lack of reading skills, darkened environments, and the need for omnidirectional
information presentation, as in the issuing of warnings in cockpits, control rooms, factories, etc.
[136, 146].

There are numerous studies of speech synthesis, but no clear picture has emerged of when
computer-human communication using speech output is most effective or preferred. Psychological
research has investigated the intelligibility, naturalness, comprehensibility, and recallability of syn-
thesized speech (e.g., [89, 103, 136, 146]). Intelligibility and naturalness are orthogonal dimensions,
in that synthetic speech present in an environment of other human voices may be intelligible, but
unnatural. Conversely, human speech in a noisy environment may be natural, but unintelligible
[136]. Many factors influence the intelligibility of synthesized speech in an actual application en-
vironment, including the baseline phoneme intelligibility, speaking rate, signal-to-noise level, and
presence of other competing voices, as well as the linguistic and pragmatic context [136, 137].

3The general subject of “assistive technology” is covered at length elsewhere in this volume [86], and a survey of
speech recognition for rehabilitation can be found in [16].



The desirability of voice output depends on the application environment. Pilots prefer to hear
warnings with synthetic speech rather than digitized speech, as the former is more easily distin-
guished from other voices, such as radio traffic [150]. However, in simulations of air traffic control
systems, in which pilots would expect to interact with a human, digitized human speech was pre-
ferred to computer synthesized speech [136]. Users may prefer to receive information visually, either
on a separate screen or on a heads-up display [143], reserving spoken output for critical warning
messages [136]. Much more research is required in order to determine those types of information
processing environments for which spoken output is beneficial and preferred. Furthermore, rather
than just concentrating on the benefits of speaking an utterance as compared with other modes of
presenting the same information, future research needs to evaluate user performance and prefer-
ences as a function of the content of what is being communicated, especially if the computer will
be determining that content {e.g., the generation of navigational instructions for drivers). Finally,
research is critically necessary to develop algorithms for determining the appropriate intonation
contours to use during a spoken human-computer dialogue.

2.3 Summary

There are numerous existing applications of voice-based human-computer interaction, and new
opportunities are developing rapidly. In many applications for which the user’s input can be
constrained sufficiently to allow for high recognition accuracy, voice input has been found to lead
to faster task performance with fewer errors than keyboard entry. Unfortunately, no principled
method yet exists to predict when voice input will be the most effective, efficient, or preferred
modality of communication. Similarly, no comprehensive analysis has identified the circumstances
when voice will be the preferred or most efficient form of computer output, though again hands/eyes
busy tasks may also be among the leading candidates for voice output.

One important circumstance favoring human-computer communication by voice is when the
user wishes to interact with the machine in a natural language, such as English. The next section
discusses such spoken language communication.

3 Comparison of Spoken Language with Other Communication
Modalities

A user who will be speaking to a machine may expect to be able to speak in a natural language,
that is, to use ordinary linguistic constructs such as noun and verb phrases. Conversely, if natural
language interaction is chosen as a modality of human-computer communication, users may prefer to
speak rather than type. In either case, users may expect to be able to engage in a dialogue, in which
each party’s utterance sets the context for interpreting subsequent utterances. We first discuss
the status of the development of-spoken language systems, and then compare spoken language
interaction with typed interaction.

3.1 Spoken Language System Prototypes

Research is progressing on the development of spoken language question-answering systems — sys-
tems that allow users to speak their questions freely, and which then understand those questions and
provide an accurate reply. The ARPA-supported air-travel information systems [1], developed at



Bolt, Beranek and Newman [79], Carnegie-Mellon University [63], Massachusetts Institute of Tech-
nology [165], SRI International [7], and other institutions, allow novice users to obtain information
in real-time from the Official Airline Guide database, through the use of speaker-independent,
continuously spoken English questions. The systems recognize the words in the user’s utterance,
analyze the meaning of those utterances, often in spite of word recognition errors, retrieve informa-
tion from (a subset of) the Official Airline Guide’s database, and produce a tabular set of answers
that satisfy the question. These systems respond with the correct table of flights for over 70% of
context-independent questions, such as “Which flights depart from San Francisco for Washington
after 7:45 a.m.?” Rapid progress has been made in the development of these systems, with a 4-fold
reduction in weighted error-rates recognition over a 20-month period for speech recognition, a 3.5-
fold reduction over a 30-month period for natural language understanding, and a 2-fold reduction
over a 20-month period for their combination as a spoken language understanding system. Other
major efforts to develop spoken dialogue systems are also ongoing in Europe [91, 116], and Japan
[160].

Much of the language processing technology used for spoken language understanding has been
based on techniques for keyboard-based natural language systems.® However, spoken input presents
qualitatively different problems for language understanding that have no analogue in keyboard
interaction.

3.2 Spoken Language vs. Typed Language
3.2.1 Research Methodology

In our review of findings about linguistic communication relevant to spoken human-computer in-
teraction, some results are based on analyses of human-human interaction, some are based on
human-to-simulated-computer interaction, and some are based on human-computer interaction.
Studies of human-human communication can identify the communicative capabilities that people
bring to their interactions with computers, and can show what could be achieved, were comput-
ers adequate conversationalists. However, because this level of conversational competence will be
unachievable for some time, scientists have developed techniques for simulating computer systems
that interact via spoken language [5, 46, 51, 54, 82, 112, 113, 115, 122] by using a concealed human
assistant who responds to the spoken language. With this method, researchers can analyze people’s
language, dialogue, task performance, and preferences, before developing fully functional systems.

Important methodological issues for such simulations include providing accurate and rapid re-
sponse, and training the simulation assistant to function appropriately. Humans engage in rapid
spoken interaction, and bring expectations for speed to their interaction with computers. Slow
interactions can cause users to interrupt the system with repetitions while the system is processing
their earlier input [148] and, it is conjectured, also can elicit phenomena characteristic of noninter-
active speech [111]. One technique used to speed up such voice-in/voice-out simulations is the use of
a vocoder, which transforms the assistant’s naturally spoken response into a mechanical-sounding
utterance [46, 54]. The speed of the “system” is thus governed by the assistant’s knowledge and
reaction time, as well as the task at hand, but not by speech recognition, language understanding,
and speech synthesis. However, because people speak differently to a2 computer than they do to a
person [46], even to prompts for simple yes/no answers [11, 12}, the assistant should not provide oo

5For a discussion of the state of research and technology of natural language processing, see [13, this volume].
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intelligent a reply, as this might reveal the “system” as a simulation. A second simulation method,
which both constrains the simulation assistant and supports a rapid response, is to provide the
assistant with certain pre-defined fields and structures on the screen that can be selected to reply
to the subject [5, 38, 82, 112]. More research is needed into the development of simulation method-"
ologies that can accurately model spoken language systems, such that patterns of interaction with
the simulator are predictive of interaction patterns with the actual spoken language system.

3.2.2 Comparison of Language-based Communication Modalities

In a series of studies of interactive human-human communication, Chapanis and colleagues ([22,
23, 73, 96, 105]) compared the efficiency of human-human communication when subjects used any
of 10 communication modalities (including face-to-face, voice-only, linked teletypes, interactive
handwriting). The most important determinant of a team’s problem-solving speed was found to be
the presence of a voice component. Specifically, a variety of tasks were solved 2- to 3-times faster
using a voice modality than a hardcopy one, as illustrated in Figure 1. At the same time, speech
led to an 8-fold increase in the number of messages and sentences, and a 10-fold increase in rate
of communicating words. These results indicate the substantial potential for efficiency advantages
that may result from use of spoken language communication.

Research by the authors confirmed these efficiency results in human-human dialogues to perform
equipment assembly tasks [28, 110], finding a 3-fold speed advantage for interactive telephone speech
over keyboard communication. Furthermore, the structure of telephone dialogues differed from that
of keyboard dialogues. Among the difference, spoken dialogues exhibited more cue phrases that
signaled the structure of the dialogue (such as “next”, “ok now”), and speakers interacted in a more
“fine-grained” fashion than did keyboard users. Specifically, in order to achieve a subtask, speakers
often made two requests, one for object identification and one for action, whereas keyboard users
typically integrated both into one imperative utterance. Similar findings of a fine-grained approach
during spoken interaction versus a more syntactically integrated approach for keyboard interaction
have been found in a study of simulated human-computer interaction {164]. Finally, spoken input
was more “indirect” than keyboard input. That is, unlike keyboard interaction, spoken utterances
did not literally convey the speaker’s intention that the listener perform an action [28]. Future
research needs to address the extent to which such results generalize to spoken human-computer
interaction for comparable tasks.

One benefit of voice input is the elimination of typing, which could offer potential office pro-
ductivity savings [10, 68]. In a study of a simulated “listening typewriter,” Gould et al. [49, 50, 51]
examined how novice and expert users of dictation would use a machine that could recognize and
type the user’s dictation of a business letter, as compared with dictating and editing the letter to a
human, or handwriting and editing the letter. The listening typewriter system was simulated, and
the subjects were informed that they were in fact speaking to a person. It was claimed that users
of a listening typewriter were as satisfied with that mode of communication as with the others, and
that dictating to a listening typewriter could potentially be as fast a mode of letter composition as
typing. There is, however, countervailing evidence from a number of simulation studies [99, 102
that speech-only word processors are less efficient and less preferred than composition methods
based on writing or typing. Moreover, a combined method of using speech for text input and
touch screen for cursor control was more efficient than speech alone, though still less efficient than
composition and editing using keyboards or handwriting.

11
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Figure 1: Voice determines task efficiency (from Ochsman and Chapanis [105]).

Neither series of studies examined in detail the linguistic and discourse structure of the dic-
tated material that might explain why spoken composition and editing is less efficient than other
modalities. In a study of human-human communication, it was found that inexperienced “dicta-
tors” providing instructions for a human listener produced more discourse structures that would
require editing in order to make acceptable text, such as repetitions, elaborations, and unusual
uses of referring expressions, than did users of interactive speech or interactive keyboard [110, 111].
Thus, lack of interaction with a listener may contribute to poorly formulated input, placing a larger
burden on the post-editing phase where speech input is less efficient [102]. In summary, though
automatic dictation devices have been much touted as an important product concept for speech
technology, their potential benefit remains a question.

The space of modality studies has not yet been systematically explored. We do not know
precisely how results from human-human communication studies can predict results for studies of
human-simulation or human-computer interactions. Also, more studies comparing the structure
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and content of spoken human-computer language with typed human-computer language need to be
conducted in order to understand how to adapt technology developed for keyboard interaction to
spoken language systems.

Common to many successful applications of voice-based technology is the lack of an adequate
alternative to voice, given the task and environment of computer use. Major questions remain
as to the applications where voice will be favored when other modalities of communication are
possible. Some studies report a decided preference for speech when compared to other modalities
[128], yet other studies report an opposite conclusion [99, 102]. Thus, despite the aforementioned
potential benefits of human-computer interaction using voice, it is not obvious why people should
want to speak to their computers in performing their daily office work. To provide a framework for
answering this question, the discussion below compares the currently dominant direct-manipulation
user interface with typed or spoken natural language.

3.3 Comparison of Natural Language Interaction with Alternative Modalities

Numerous alternative modalities of human-computer interaction exist, such as the use of keyboards
for transmitting text, pointing and gesturing with devices such as the mouse, a digitizing pen,
trackballs, touchscreens, and digitizing gloves. It is important to understand what role speech,
and specifically spoken language, can play in supporting human interaction, especially when these
other modalities are available. To begin this discussion, we need to identify properties of successful
interfaces. Such an interface should ideally be:

Error free. The interface should prevent the the user from formulating erroneous commands,
should minimize misinterpretations of the user’s intent, and should offer simple methods for
error-correction.

Transparent. The functionality of the application s_'y"stem should obvious to the user.

High-level. The user should not have to learn the underlying computer structures and languages,
but rather should be able to state simply his or her desires, and have the system handle the
details. '

Consistent. Strategies that work for invoking one computer function should transfer to the invo-
cation of others.

Easy to Learn. The user should not need formal training, but rather a brief process of exploration
should suffice for learning how to use a given system.

Expressive. The user should be able to perform easily any combination of tasks in mind, within
the bounds of the system’s intended functionality.

Using this set of properties, we discuss the use of direct manipulation and natural language
technologies.

3.3.1 Direct Manipulation

The graphical user-interface paradigm involves a style interaction that offers the user menus, icons,
and pointing devices (e.g., the “mouse” [42]) to invoke computer commands, as well as multiple
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windows in which to display the output. These graphical user interfaces (GUIs), popularized by
the Apple Macintosh and by Microsoft Windows, employ techniques pioneered at SRI International
and at Xerox’s Palo Alto Research Center in the late 1960s and 1970s [41, 72]. With GUIs, users
perform actions by selecting objects and then choosing the desired action from a menu, rather than
by typing commands.

In addition, with many GUIs a user can directly manipulate graphical objects in order to
perform actions on the objects the represent. For example, a user can copy a file from one disk
to another by selecting its icon with the pointing device, and “dragging” it from the list of files
on the first disk to the second. Other direct manipulation actions include using a “scroll bar” to
view different sections of a file, and dragging a file’s icon on top of the “trash” icon to delete it.
Apart from the mouse, numerous pointing devices exist, such as trackballs and joysticks, and some
devices offer multiple capabilities, such as the use of pens for pointing, gesturing, and handwriting.
Finally, to generalize along a different dimension, users now can directly manipulate virtual worlds
using computer-instrumented gloves and body-suits [44, 78, 124], allowing for subtle effects of body
motion to affect the virtual environment.

Strengths. Many writers have identified virtues of well-designed graphically-based direct manip-
ulation interfaces (DMIs) {e.g., [64, 132]), claiming that

¢ Direct manipulation interfaces based on familiar metaphors are intuitive and easy to use.

¢ Graphical user interfaces can have a consistent “look and feel” that enables users of one
program to learn another program quickly.

¢ Menus make the available options clear, thereby curtailing user errors in formulating com-
mands and specifying their arguments.

¢ GUIs can shield the user from having to learn underlying computer concepts and details.

It is no exaggeration to say that graphical user interfaces supporting direct manipulation interaction
have been so successful that no serious computer company would attempt to sell a machine without
one.

Weaknesses. Direct manipulation interfaces do not suffice for all needs. One clear expressive
weakness is the paucity of means available for identifying entities. Merely allowing users to select
currently displayed entities provides them little support for identifying objects not on the screen
(such as a file name in a list of 200 files), for specifying temporal relations that denote future or
past events, for identifying and operating on large sets of entities, and for using the context of
interaction. At most, developers of GUIs have provided simple string-matching routines that find
objects based on exact or partial matches of their names. What is missing is a way for users to
describe entities using some form of linguistic expression in order to denote or pick out an-individual
object, a set of objects, time period, and so forth.® At a minimum, a description language should
include some way to find entities having a given set of properties, to say which properties are
of interest as well as which properties are not, to say how many entities are desired, to supply
temporal constraints on actions involving those properties, and so forth. Moreover, a useful feature

801 course, the elimination of descriptions was a conscious design decision by the originators of GUls.
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of a description language is the ability to reuse the referents of previous descriptions. Some of these
capabilities are found in formal query languages, and all are found in natural languages.

Although shielding a user from implementation details, direct manipulation interfaces are often
not high-level. For example, one common way to request information from a relational database is
to select certain fields from tables that one wants to see. To do this correctly, the user needs to learn
the structure of the database — for example, that the data is represented in one or more tables,
comprised of numerous fields, whose meanings may not be obvious. Thus, the underlying tabular
implementation has become the user interface metaphor. An alternative is to develop systems and
interfaces that translate between the user’s way of thinking about the problem and the implemen-
tation. In so doing, the user might perhaps implicitly retrieve information, but need not know
that it is kept in a database, much less learn the structure of that database. By engaging in such
a high-level interaction, users may be able to combine information access with other information
processing applications, such as running a simulation, without first having to think about database
retrieval, and then switching “applications” mentally to think about simulation.

When numerous commands are possible, GUIs usually present a hierarchical menu structure.
As the number of commands grows, the casual user may have difficulty remembering in which
menu they are located. However, the user who knows where the desired action is located in a
large action hierarchy still needs to navigate the hierarchy. Software designers have attempted to
overcome this problem by providing different menu sets for users of different levels of expertise, by
preselecting the most recently used item in a menu, and by providing direct links to commonly used
commands through special key combinations. However, in doing the latter, GUls are borrowing
from keyboard-based interfaces and command languages.

Because direct manipulation emphasizes rapid, graphical response to actions [132], the time
of system action in DMIs is literally the time at which the action was invoked. Although some
systems can delay actions until specific future times, DMIs and GUlIs offer little support for users
who want to execute actions at an unknown but describable future time.

Finally, DMISs rely heavily on a user’s hands and eyes. Given our earlier discussion, certain tasks
would be better performed with speech. So far, however, there is little research comparing graphical
user interfaces with speech. Early laboratory results of a direct-manipulation VLSI design system
augmented with speaker-dependent speech recognition indicate that users were as fast at speaking
single-word commands as they were at invoking the same comands with mouse-button clicks, or
by typing a single letter command abbreviation [94]. That is, no loss of efficiency occurred due to
use of speech for simple tasks at which DMIs typically excel. Note that a 2- to 3-fold advantage in
speed is generally found when speaking is compared to typing full words [23, 110]. In a recent study
of human-computer interaction to retrieve information from a small database {of 240 entries), it
was found that speech was substantially preferred over direct-manipulation use of scrolling, even
though the overall time to complete the task with voice was longer [128]. This study suggests that,
for simple risk-free tasks, user preference may be based on time-to-input rather than overall task
completion times or overall task accuracy.

3.3.2 Natural Language Interaction

Strengths. Natural languageis the paradigmatic case of an expressive mode of communication. A
major strength is the use of psychologically salient and mnemonic descriptions. English, or any other
natural language, provides a set of finely-honed descriptive tools such as the use of noun phrases
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for identifying objects, verb phrases for identifying events, and verb tense and aspect for describing
time periods: By the very nature of sentences, these capabilities are deployed simultaneously, as
sentences must be about something, and most often describe events situated in time.

Coupled with this ability to describe entities, natural languages offer the ability to avoid exten-
sive redescription through the use of pronouns and other “anaphoric” expressions. Such expressions
are usually intended to denote the same entities as earlier ones, and the recipient is intended to
infer the connection. Thus, the use of anaphora provides an economical benefit to the speaker, at
the expense of the listener’s having to draw inferences.

Furthermore, natural language commands can offer a direct route to invoking an action or
making selections that would be deeply embedded in the hierarchical menu of actions or would
require multiple menu selections, such as font, type style and size in a word-processing program.
In using such commands, a user could avoid having to select numerous menu entries to isolate
the desired action. Moreover, because the invocation of an action may involve a description of its
arguments, information retrieval is intimately woven into the invocation of actions.

Ideally, natural language systems should require only a minimum of training on the domain
covered by the target system. Using natural language, people should be able to interact immediately
with a system of known content and functionality, without having to learn its underlying computer
structures. The system should have sufficient vocabulary, as well as linguistic, semantic, and
dialogue capabilities, to support interactive problem solving by casual users — that is, users who
infrequently employ the system. For example, at its present state of development, many users can
successfully solve trip-planning problems with one of the ATIS systems [1], within a few minutes
of introduction to the system and its coverage. To develop systems with this level of robustness,
the system be trained and tested on a substantial amount of data representing input from a broad
spectrum of users.” Currently, the level of training required to achieve a given level of proficiency
in using these systems is unknown.

‘Weaknesses. In general, various disadvantages are apparent when natural language is incorpo-
rated into an interface. Pure natural language systems suffer from opaque linguistic and conceptual
coverage — the user knows the system cannot interpret every utterance, but does not know pre-
cisely what it can interpret [58, 99, 138, 147]. Often, multiple attempts must be made to pose a
query or command that the system can interpret correctly. Thus, such systems can be error-prone
and, some claim [130], lead to frustration and disillusionment. One way to overcome these problems
was suggested in a menu-based language processing system in which users composed queries in a
quasi-natural language by selecting phrases from a menu [145]. Although the resulting queries are
guaranteed to be analyzable, when there is a large number of menu choices to make, the query
process becomes cumbersome.

Many natural language sentences are ambiguous, and parsers often find more ambiguities than
people do. Hence, a natural language system often engages in some form of clarification or con-
firmation subdialogue to determine if its interpretation is the intended one. Current research is
attempting to handle the ambiguity of natural language input by developing probabilistic pars-
ing algorithms for which analyses would be ranked by their probability of occurrence in the given
domain [90]. Also, research is beginning to investigate the potential for using prosody to choose

7The ATIS effort has required the collection and annotation of over 10,000 user utterances, some of which is used
for system development, and the rest for testing during comparative evaluations conducted by the National Institute
of Standards and Technology.
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among ambiguous parses [15, 121]. A third research direction involves minimizing ambiguities
through multimodal interface techniques to channel the user’s language [29, 31, 113].

Another disadvantage of natural language interaction is that reference resolution algorithms
do not always supply the correct answer, in part because systems have underdeveloped knowledge
bases, and in part because the system has little access to the discourse situation, even if the system’s
prior utterances and graphical presentations have created that discourse situation. To complicate
matters, systems currently have difficulty following the context shifts inherent in dialogue. These
contextual and world knowledge limitations undermine the search for referents, and provide another
reason that natural language systems are usually designed to confirm their interpretations.

It is not clear where typed natural language interaction will be a modality of choice. Studies
comparing typed natural language database question answering with database querying using an
artificial query language (e.g., SQL) [21] have given equivocal results, with some studies conclud-
ing that natural language interaction offers faster and more compact query formulation [66], while
others conclude that database querying using SQL is more accurate and easier to learn [66, 131].
However, these studies are flawed by the use of prototype natural language systems rather than
product-quality systems. When a product-quality natural language database retrieval system (IN-
TELLECT [55]) was studied in the field, users reported efficiency gains and a clear preference for
natural language interaction as compared with a previous query language method of database inter-
action [19]. Another difficulty in many laboratory studies is the lack of adequate controls on subject
training. In one study comparing the utility of natural versus query language usage for database
access [131], users in the natural language condition were given virtually no training on the content
of a database, with the rationale that natural language systems should require no training, while
users of SQL were trained on the file and field names of that database. Not surprisingly, under
these conditions natural language users made more “overshoot” errors, in the sense of asking for
information not contained in the database.

3.4 Summary: Circumstances Favoring Spoken Language Interaction with Ma-
chines

Theoretically, direct manipulation should be beneficial when the objects to be manipulated are
on the screen, their identity is known, and there are not too many objects from which to select.
In addition, graphical user interfaces limit users’ options, preventing them from making errors
in formulating commands. Natural language interaction with computers offers potential benefits
when users need to identify objects, actions, and events from sets too large to be displayed and/or
examined individually, and when users need to invoke actions at future times that must be described.
Furthermore, natural language allows users to think about their problems and express their goals
in their own terms rather than those of the computer. However, in allowing users to do so, systems
need to have sufficient reasoning and interpretive capabilities to solve the problems of translating
between the user’s conceptual model and the system’s implementation.

Combining the empirical results on circumstances favoring voice-based interaction with the
foregoing analysis of interactions for which natural language may be most appropriate, it appears
that applications requiring speedy user input of complex descriptions will favor spoken natural
language communication. Moreover, this preference is likely to be stronger when a minimum of
training about the underlying computer structures is possible. Examples of such an application area
are asking questions of a database, or creating rules for action (e.g., “If I am late for a meeting,
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notify the meeting participants”). Because of the recency of usable spoken language systems,
there are very few studies comparing spoken language interaction with direct manipulation for
accomplishing real tasks.

So far, we have contrasted spoken interaction with other modalities. It is worth noting that
these modalities have complementary advantages and disadvantages, which can be leveraged to
develop multimodal interfaces that compensate for the weaknesses of one interface technology via
the strengths of another [29, 31]. We discuss multimodal systems in section 5.

4 Human-Factors Obstacles to Spoken Language Systems

Although there are numerous technical challenges to building spoken language systems, many of
which are detailed in this volume, interface and human-factors knowledge is especially needed about
such systems. We consider below information needed about spontaneous speech, spoken natural
language, and spoken interaction.

4.1 Spontaneous Speech

When an utterance is spontaneously spoken, it may well involves false starts, hesitations, filled
pauses, repairs, fragments, and other types of technically “ungrammatical” utterances. These
phenomena disrupt both speech recognizers and natural language parsers, and must be detected
and corrected before techniques based on present technology can be deployed robustly. Current
research has begun to investigate techniques for detecting and handling disfluencies in spoken.
human-computer interaction [14, 59, 100}, and robust processing techniques have been developed
that enable language analysis routines to recover the meaning of an utterance in spite of recognition
errors [40, 63, 65, 140].

Assessment of different types of human-human and human-computer spoken language has re-
vealed that people’s rate of spontaneous disfluencies and self-repairs is substantially lower when
they speak to a system, rather than another person [108]. A strong predictive relation has also
been demonstrated between the rate of spoken disfluencies and an utterance’s length [108]. Rather
than having to resolve disfluencies, interface research has revealed that form-based techniques can
reduce up to 70% of all disfluencies that occur during human-computer interaction [108]. In short,
research suggests that some difficult types of input, such as disfluencies, may be avoided altogether
through strategic interface design.

4.2 Natural Language

In general, because the human-machine communication in spoken language involves the system’s
understanding a natural language, but not the entire language, users will employ constructs out-
side the system’s coverage. However, it is hoped that given sufficient data on which to base the
development of grammars and templates, the likelihood will be small that a cooperative user will
generate utterances outside the coverage of the system. Still, it is not currently known:

o How to select relatively “closed” domains, whose vocabulary and linguistic constructs can be
acquired through iterative training and testing on a large corpus of user input

o How well users can discern the system’s communicative capabilities
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» How well users can stay within the bounds of those capabilities
» What level of task performance users can attain

» What level of misinterpretation users will tolerate, and what level is needed for them to solve
problems effectively

» How much training is acceptable

Systems are not adept at handling linguistic coverage problems, other than responding that
given words are not in the vocabulary, or that the utterance was not understood. Even recognizing
that an out-of-vocabulary word has occurred is itself a difficult issue [35]. If users can discern
the system’s vocabulary, we can be optimistic that they can adapt to that vocabulary. In fact,
human-human communication research has shown that users communicating by typing can solve
problems as effectively with a constrained task-specific vocabulary (500 to 1000 words) as with an
unlimited vocabulary [73, 96]. User adaption to vocabulary restrictions has also been found for
simulated human-computer interaction {162, 164], although these results need to be verified for
spoken human-computer interaction.

For interactive applications, the user may begin to imitate or model the language observed from
the system, and the opportunity is present for the system to play an active role in shaping or
channeling the user’s language to match that coverage more closely. Numerous studies of human
communication have shown that people will adopt the speech styles of their interlocutors, including
vocal intensity [154], dialect [48], and tempo [141]. Explanations for this convergence of dialogue
styles include social factors such as the desire for approval [48], and psycholinguistic factors associ-
ated with memory limitations [84]. Similar results have been found in a study of typed and spoken
communication to a simulated natural language system [162, 163], which showed that people will
model the vocabulary and length of the system’s responses. For example, if the system’s responses
are terse, the user’s input is more likely to be terse as well. In a simulation study of typed natural
language database interactions, subjects modeled simple syntactic structures and lexical items that
they observed in the system’s paraphrases of their input [82]. However, it is not known if the
modeling of syntactic structures occurs in spoken human-computer interaction. If users of spoken
language systems do learn to adopt the grammatical structures they observe, then new forms of
user training may be possible by having system designers adhere to the principle that any messages
supplied to a user must be analyzable by the system’s parser. One way to guarantee such system
behavior would be to require the system to generate its utterances, rather than merely reciting
canned text, employing a bi-directional grammar. Any utterances the system could generate using
that grammar would thus be guaranteed to be parseable.

A number of studies have investigated methods for shaping user’s language into the system’s
coverage. For telecommunications applications, the phrasing of system prompts for information
spoken over the telephone dramatically influences the rate of caller compliance for the expected
words and phrases [11, 127, 139]. For systems with screen-based feedback, human spoken language
can be effectively channeled through the use of a form that the user fills out with speech [113].
Form-based interactions reduce the syntactic ambiguity of the user’s speech by 65%, measured as
the number of parses per utterance, thereby leading to user language that is simpler to process.
At the same time, for the service transactions analyzed in this study, users were found to prefer
forms-based spoken and written interaction over unconstrained ones by a factor of 2-to-1. Thus, not
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only can people’s language be channeled, there appear to be cases where they prefer the guidance
and sense of completion provided by a form. '

4.3 Interaction and Dialogue

When given the opportunity to interact with systems via spoken natural language, users will at-
tempt to engage in dialogues, expecting prior utterances and responses to set a context for sub-
sequent utterances, and expecting their conversational partner to make use of that context to
determine the referents of pronouns. Although pronouns and other context-dependent constructs
sometimes occur less frequently in dialogues with machines than they do in human-human dia-
logues [74], context-dependence is nevertheless a cornerstone of human-computer interaction. For
example, contextually-dependent utterances comprise 44% of the ATIS corpus collected for the
ARPA spoken language community [53]. In general, a solution to the problem of understanding
context-dependent utterances will be difficult, as it may require the system to deploy an arbitrary
amount of world knowledge [24, 157]. However, it has been estimated that a simple strategy for
referent determination employed in text processing, and one that uses only the syntactic structure
of previous utterances, can suffice to identify the correct referent for pronouns in over 90% of cases
[60]. Whether such techniques will work as well for spoken human-computer dialogue is unknown.
One way to mitigate the inherent difficulty of referent determination when using a multimodal
system may be to couple spoken pronouns and definite noun phrases with pointing actions [29, 31].

Present spoken language systems have supported dialogues in which the user asks multiple
questions, some of which request further refinement of the answers to prior questions [1, 39], or
dialogues in which the user is prompted for information [4, 116]. Much more varied dialogue
behavior is likely to be required by users, such as the ability to engage in advisory, clarificatory and
confirmatory dialogues [26, 87]. With respect to dialogue confirmations, spoken communication is
tightly interactive and speakers expect rapid confirmation of understanding through backchannels
(e.g, “uh huh”) and other signals. Studies have shown that communication delays as brief as
0.25 second can disrupt conversation patterns [76], leading speakers to elaborate and rephrase
their utterances [77, 111], and that telephone communications are especially sensitive to delays.
The need for timely confirmations will challenge most applications of spoken language processing,
particularly those involving telephony.

To support a broader range of dialogue behavior, more general models of dialogue are being
investigated, both mathematically and computationally, including plan-based models of dialogue
and dialogue grammars. Plan-based models are founded on the observation that utterances are not
simply strings of words, but rather are the observable performance of communicative actions, or
speech acts [129], such as requesting, informing, warning, suggesting, and confirming. Moreover,
humans do not just perform actions randomly, but rather they plan their actions to achieve various
goals, and in the case of communicative actions, those goals include changes to the mental states
of listeners. For example, speakers’ requests are planned to alter the intentions of their addressees.
Plan-based theories of communicative action and dialogue (3, 6, 32, 34, 117, 134] assume that
the speaker’s speech acts are part of a plan, and the listener’s job is to uncover and respond
appropriately to the underlying plan, rather than just to the utterance. For example, in response
to a customer’s question of “Where are the steaks you advertised?”, a butcher’s reply of “How
many do you want?” is appropriate because the butcher has discovered that the customer’s plan of
getting steaks himself is going to fail. Being cooperative, he attempts to execute a plan to achieve
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the customer’s higher-level goal of having steaks [27]. Current research on this model is attempting
to incorporate more complex dialogue phenomena, such as clarifications [88, 159, 87], and to model
dialogue more as a joint enterprise, something the participants are doing together [25, 33, 52].

The dialogue grammar approach models dialogue simply as a finite state transition network
[37, 119, 158}, in which state transitions occur on the basis of the type of communicative action
that has taken place (e.g., a request). Such automata might be used to predict the next dialogue
“states” that are likely, and thus could help speech recognizers by altering the probabilities of
various lexical, syntactic, semantic, and pragmatic information [4, 161]. However, a number of
drawbacks to the model are evident [85, 30]. First, it requires that the communicative action(s)
being performed by the speaker in issuing an utterance be identified, which itself is a difficult
problem, for which prior solutions have required plan recognition [3, 71, 117]. Second, the model
assumes that only one state results from a transition. However, utterances are multifunctional. An
utterance can be, for example, both a rejection and an assertion. The dialogue grammar subsystem
would thus need to be in multiple states simultaneously, a property typically not allowed. Finally,
and most importantly, the model does not say how systems should choose amongst the next moves,
i.e., the states currently reachable, in order for it to play its role as a cooperative conversant. Some
analogue of planning is thus also likely to be required.

Dialogue research is currently the weakest link in the research program for developing spoken
language systems. First and foremost, dialogue technology is in need of a specification methodology,
in which a theorist could state formally what a dialogue system should do (i.e., what would count
as acceptable dialogue behavior). As in other branches of computer science, such specifications
may then lead to methods for mathematically and empirically evaluating whether a given system
has met the specifications. However, to do this will require new theorefical approaches. Second,
more implementation experiments need to be carried out, ranging from the simpler state-based
dialogue models to the more comprehensive plan-based approaches. Research aimed at developing
computationally tractable plan-recognition algorithms is critically needed.

5 Multimodal Systems

There is little doubt that voice will figure prominently in the array of potential interface technologies
available to developers. Except for conventional telephone-based applications, however, human-
computer interfaces incorporating voice will probably be multimodal, in the sense of combining voice
with screen feedback use of a pointing device, gesturing, handwriting, etc. [31, 56, 107, 151]. Many
application systems require multimodal communication, such as inherently map-based interactions.
Such systems can involve coordinated speaking, gesturing, pointing, or writing on the map during
input, and speech synthesis coordinated with graphics for output. From the previous discussion, it
is apparent that each interface technology has strengths and weaknesses, and it may be strategic
to attempt to develop interfaces that capitalize on the strengths of one to overcome weaknesses
in another [29]. That is, users should be able to speak when desired, supplemented with other
modalities as needed.
There are many advantages to multimodal interfaces:

Error Avoidance and Robust Performance. Multimodal interfaces can offer the potential
1o avoid errors that otherwise would be made in a unimodal interface. For example, it is estimated

21



that 86% of the task-critical human performance errors that occurred during in a study of a in-
terpreted telephony could have been avoided by opening up a screen-based handwriting channel
[109]. Multimodal recognition also offers the possibility of enhanced recognition in adverse condi-
tions. For example, simultaneous use of lip-reading speech recognizers may increase the recognition
rate in high noise environments [47, 118] that otherwise would impair acoustic speech recognizers.
Alternatively, in such environments, users of multimodal interfaces could simply switch modes, for
example, to use handwriting.

Error Correction. Multimodal interfaces offer more options for correcting errors that do occur.
Recognition errors present a problem to users, partly because their source is not apparent. Users
frequently respond to speech recognition errors by hyperarticulating. But since recognizers are
typically not trained on hyperarticulated speech, this repair strategy leads to a lower likelihood of
successful recognition for that content [133]. Recognition problems can thus repeat numerous times
on the same content, leading to a “degradation spiral” that is frustrating to users and may cause
them to abort the application [107]. By providing the option of using another modality, such as
handwriting, a user can simply switch modes in order to correct an error in the first modality.

Situational and User Variation. The various circumstances in which portable computers will
be used is likely to alter people’s preferences for one modality of communication or another. For
example, the user may at times encounter noisy environments or desire privacy, and would therefore
rather not speak. Also, people may prefer to speak for some task content, but prefer not to speak
for others. Finally, different types of users may systematically prefer to use one modality rather
than another. In all these cases, a multimodal system offers the needed flexibility.

Even as we investigate multimodal interaction for potential solutions to problems arising in
speech-only applications, many implementation obstacles need to be overcome in order to integrate
and synchronize modalities. For example, multimodal systems could present information graph-
ically or in multiple coordinated modalities [43, 151], and permit users to refer linguistically to
entities introduced graphically [29, 151]. Techniques need to be developed to synchronize input
from simultaneous data streams, so that, for example, gestural inputs can help resolve ambiguities
in speech processing, and vice versa. Research on multimodal interfaces needs to examine not
only the techniques for forging a productive synthesis among modealities, but also the effect that
specific integration architectures will have on human-computer interaction. Much more empirical
research on the human use of multimodal systems needs to be undertaken, as yet we know relatively
little about how people use multiple modalities in communicating with other people, let alone with
computers, or about how to support such communication most effectively.

6 Scientific Research on Communication Modalities

The present research and development climate for speech-based technology is more active than
it was at the time of the 1984 National Research Council report on speech recognition in severe
environments [106). Significant amounts of research and development funding are now being devoted
to building speech understanding systems, and the first speaker-independent, continuous, real-time
spoken language systems have been developed. However, some of the same problems identified then
still exist today. In particular, few answers are available on how people will interact with systems
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using voice, and how well they will perform tasks in the target environments as opposed to the
laboratory. There is little research on the dependence of communication on the modality used,
or types of tasks, in part because there have not been principled taxonomies or comprehensive
research addressing these factors. In particular, the use of multiple communication modalities to
support human-computer interaction is only now being addressed.

Fortunately, the field is now in a position to fill gaps in its knowledge base about spoken
human-machine communication. Using existing systems that understand real-time, continuously
spoken utterances, which allow users to solve real problems, a number of vital studies can now be
undertaken, in a more systematic manner. Examples include:

¢ Longitudinal studies of users’ linguistic and problem-solving behavior that would explore how
users adapt to a given system

Studies of users’ understanding of system limitations, and of their performance in observing
the system’s bounds

Studies of different techniques for revealing a system’s coverage, and for channeling user input

Studies comparing the effectiveness of spoken language technology with alternatives, such
as the use of keyboard-based natural language systems, query languages, or existing direct
manipulation interfaces

Studies analyzing users’ language, task performance, and preferences to use different modal-
ities, individually and within an integrated multimodal interface

The information gained from such studies would be an invaluable addition to the knowledge
base of how spoken language processing can be woven into a usable human-computer interface.
Sustained efforts need to be undertaken to develop more adeguate spoken language simulation
methods, to understand how to build limited but robust dialogue sytems based on a variety of
communication modalities, and to study the nature of dialogue.

A vital and underappreciated contribution to the successful deployment of voice technology.
for human-computer interaction will come from the development of a principled and empirically-
validated set of human-interface guidelines for interfaces that incorporate speech (cf. [81}). Graphi-
cal user-interface guidelines typically provide heuristics and suggestions for building “usable” inter-
faces, though often without basing such suggestions on scientifically established facts and principles.
Despite the evident success of such guidelines for graphical user interfaces, it is not at all clear that
a simple set of heuristics will work for spoken language technology, because human language is
both more variable and creative than the behavior allowed by graphical user interfaces. Answers
to some of the questions posed earlier would be valuable in laying a firm empirical foundation for
developing effective guidelines for a new generation of language-oriented interfaces.

Ultimately, such a set of guidelines embodying the results of scientific theory and experimenta-
tion should be able to predict, given a specified communicative situation, task, user population, and
a set of component modalities, what the user-computer interaction will be like with a multimodal
interface of a certain configuration. Such predictions could inform the developers in advance about
potential trouble spots, and could lead to a more robust, usable, and satisfying human-computer
interface. Given the complexities of the design task, and the considerable expense required to cre-
ate spoken language applications, if designers are left to their intuitions, applications will suffer.
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Thus, for scientific, technological, and economic reasons, a concerted effort needs to be undertaken
to develop a more scientific understanding of communication modalities, and how they can best be
integrated in support of successful human-computer interaction.
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