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. Tl has A 35~step proof and Ty has a 50—5tep proof
cAnia decent ! axiomatization. A'good’ theorem prover
_f(QA3) generates ‘about 200 inferences in 'searching
o far, either proof when: 1its data base is minimized
" to the 13 a¥ioms required for the proof of. iTy or.

-to the 12 axi oms required for the proof of. T3.

. If, the . data base 45 increassed to 30 rensonable

?.nxioms, the theorem prover may. ensily generate

6007 clauses and .rin out of space before a proof -

* 7 is/ found] "/Note:also that the predicates used in ;-

the problem statement of these theorems contnin
onlyia few of the prcdicntes used in any proof
Thus, Tz can. be stated using only the predicﬂtes
¢ {INTERSECTION; ABELIAN}, but a proof will use.in
i adclition {GROUP IN; - TIMES; SUBSET SUHEROUP
commm'mve} .Thus,” whilc the first set must map-
-Anto™{ INTERSECTION, COMMUTATIVERING} which appenr
in ‘the statement of T2, the second set’ can map
into anything. ’

ZORBA—l considers an analogy to bc z set of
threc’ maps :

(1) A one-one map between predicates

(2) " A-many-many map between the varigble that
appears in the statements of T and T,,

(3) A one-many map between the axioms 4n

© .the proof of T and some of the clnuses

that nppear in the lnrge dnta base D v

It'begins with no a priori informetion about
which particular predicates or claUSes are to be
nnnlogcus, and creates .a mapping (nnalogy) in
which it finds ‘analogs for each predicate and
clause used in ‘the proof[T]

. Figure 1 shows a set P including all the pred-
icates in the data base. Let Pl ond P be the
set of predicntes in the statements of the new
and old theorems, Tp and T, In addition, we know
:the predicates Pl in some proof of T (since we
have o ‘proof at hand). We need to find the set P,
that contoins the predicates we expect in some
~ proofof TA,'and we want a map* G G(Pl) =Py,
. In . our exdmple on “the lost page P {INTERSECTION
_ABELIAN] and p [INTERSECTION cor.mmm'rrvmmc}

\

‘&11

./:Predicetes'f*‘

:fﬂeta'base
B s L

£iblé ‘subseripte)

"atoms (and hence predicntes)

Clearly, & wis e
Gyy 2 festriction of, G to P such that Gl(Pl)
Py, and then 1ncrementally extend 01 to
+v+y each on larger’ domains until some’

~Ps. Each incremental extension ' differs”%rom

its predecessor’ Gﬁcl in that it includes th

‘analog of at least one predicate and one axiom )
‘. ‘which does not. appear on Gj-j.: Each of these f”-
 successive mnppings is called a- partial analogy

in contrast to n complete analogy which includes

the nnalog of every. predicate and every clause

used in the proof of T.  ZORBA-I performs in such

o way thnt each. incremental extcnsion pilcks up

new clnuses that could be used in a proof ‘of T Eh

ZORBA— first computes G, which maps Pl onto Py

by using a special program called INITIAL-MAP,

This stage is designed to use the syntax of the

statements of T and T, to assist in nssoe13ting

It then passes

this starting analogy (usually only one)’ to e

progrnm called EXTENDER which is designed: to’

develop n scries of extensions- Gy to the initinl Gy,

When it attempts to increment a partial” nnalogy

Gﬁ, EXTENDER sweeps the larger memory D? searching

for the analogs of selected clauses from proof[T]

according to G.. If it finds new clauses, ‘it has

information for ndding new predicate associations to
and create an (i, ,. -In addition, these analog.

clauses are likely %o be useéd ‘in the proof of Tg.

If we get no new clauses from an extended G., .that

.may be reason to believe that (G, is feulty._'l

now will describe the Eeneration algorlthm in more
detail. : :

The user presents ZORBA-I with the following
information:
(1) A-new theorcm, Ty to prove.
(2) An analogous theorem T (chosen by the
" user), that hos already been proved.
(3) The proof of theorem T, proof[T], which
' is an ordered set of. clauses {ck} Such’
that Vk, ¢ 1s either i
(a) Aclause in T
(b) An axiom
(c) Derived by résolution from two .
clauses ci nnd cJ 3 <k and"i <k

. These three items: of informntion are problem-'
dependent. ZORBA-1' accesses a large data base
which includes more axioms than;it needs ior T

" or TA and is, in this sense, pr

;. An nddition, the user specifics : ]
“plate™ for each. predicate in his 1anguage.

'ptemplate associates a (semantic) type with




-}OBJECT. These semant c’ emplates are critical

. for the operation of INITIAL~MAP Jand orly 1nc1—
dentally by EXTENDER ¢ Instéad, "EXTENDER uses an
entity called a clause description." o

: A descripti descr[c], can be made for' any

'clause ¢ mceording fo the following rules:

: (1) ¥, .1t ‘both'p and —'p appear in < ‘then
_ :;impcond[pj e.deserfel.s -
-(2)}:Vb Af p: appears in g, then p05[p] €
S U deser[ela o

=_(3)ﬁ.V I iy p ‘appears in- c, then neg[p] e'
i {'descr[c] :

_:Thus, the uxiom, efery abelian group is a
group, e.gay
V(x*) abelian [x *] = group [x *]
is expressed by the clause
1. —1nbe1inn [x,*] v group - [x;*]
which is deseribed by
.dl: neé [abelinn], pos [group] .
The theorem, "the homomorphic image of a group
is a group,” e.g., '
.V (x.Y *1 *, @)
"hom [wix;y]_h-grqup [x;*lj
= group [y;*,]
is expressed by the elouse
€yt —|hom [q;, iv] V—.group [x *1 ]V group [y, 2]
-and is described by

dg: neg [hom], impcond[group]. .

These clause descriptions are used by EXTENDER
when it is seeking thc analog of a particular
axiom. when it wants to find the analog of an
axiom ax,, in an attcmpt to cxtend an analogy
Gj then it searches D’  for'some clause whigh
"satisfies"” the description G, [descr[axk1] A
clause ¢ is said to satisfy a description d iff
d & descr[c] Thus, ey, 'but not Cy satisfies
.posrgroup1 :The .analog of the ‘description of :
ax, under Gd GJ[deScr(axk)], is created by sub-
stituting each: predicate in descr[c] w1th its
analog that appears in Gj. If 'an analogy G
“fassociates. : : e LT

';'hem_'hom

Jgrovp . ring

'.abeiian .eommutntivering.

| 'which appear in’the statement' of T.
" the statements of Ty = T, can contain threeof

?nine predicates used in proof{Taj
- 'MAP  uses & rule’of inference called ATOMMATCH

Ithe- syntnx ot thewafs:whlcﬁ'ekprees T'nna:Tﬁ
“well as the semantic templatds to generate G1

which includes’ all the predicates (and variables)
For . expmple,’

the nine predicates used in proof[T1,_and the
statements of Tg = Ty ean ‘contain five of . the
+The INITIAlr“

[atuml,atomz,GI which extends analogy by adding
the predicates and ‘mapped variables of atom, and,

fatomz to analégy G. ATDHMATCH now limits ZORBA—I"

to analogies where atoms . map one—to—one._““?

. INITIAL-MAP is' o sophisticnted search program that“"

sweeps ATOMMATCH ‘over likely pairs of atoms, one

from the statement of T, the other from the state—':'

ment “of Ta« ‘Alternative analogies are kept in |
parallel (no backup), and INITIAL-MAP terminates
when it has found some analogy ‘thiat ineludes all
the predicates’ in theorem statements. oOnly ‘one
analogy is output.} -

EXTENDER uccepts the initial analogy generated .
by INITIAL-MAP and uses it as the first term in:a

sequence of suegessive analogies a:. In'addition: e
it aceesses both to the large data base D ‘used. :

by the theorem prover and the (unordered) set of
axioms used in prodf[T].. The axioms used in

_proof[T] are called AXSET and are few in compnri—:J
‘son’ to the 51ze of the data base D' and comprise

the "domain" for a ‘complete G, . For euch axiom in:
AXSET, we want to find a clause from D which is
analogous to it. Now, EXTENDER treats AXSET in a

special way by partitioning it into’ three disjoint
subsets called ALL, SOME and NONE.

If all the predicates on an uxiom axy are. in
Gd' axy € ALL, if some of its predicates are in
Gj, axy € SOME, and if none of its predicates. are ;-
in G4, ax, € NONE, ‘This partition is triV1al to_ﬂ
compute, and initially none or a few,um € ALL, %
and most ax, belong to 'SOME and NONE. xﬁe uant'

to develop =z sequence of analogies G; that contain L
fan increasingly larger set of predicates-and their

analogs. If an axiom is contained in ALL, then '*;
by definition we: know the unalogs of each’ ‘of 1'ts
predicates. It can't assist us in learning about.

new predicate associations. In cbntrast, we know T

nothing: about’ the" “analogs: of any
used in axioms contained An NDNE.

“for these axioms are hard to dedu
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cient informntion to begin .
.for clauses’ which are anelogous to them. Thus,.
the analogs. -of axioms in SOME provide a bridge
between the known and the unknown, ‘betweén the
current (; and & descendant Ly41+~ When EXTENDER
‘:has satis%actorily ‘terminated; ALL = AXSET SOHE
NONE = @.. So’the gome becomes finding some way -
-}to systematically move axioms from NONE. to ‘SOME
. t0All in;a way: that for each.oxy moved, some i
¢ Hmage’ Gy (a

oi elauses ‘should help us extend GJ -G +1 B
5prov1ding informution about predicates” hot con-
wtained in Gd. When we finally associate an‘aXiom

with 1ts. analog we can match their respectiyve
Tdescriptions and associate the .predicates of each
;. that don't.appear on G;. We can extend G
o Gj+1 by sceking the analogs of axioms on OME.

Yhen 1mage clauscs are sought, all the clauscs
‘that satisfy a particular description are sieved
out of the data base. EXTENDER creates the ana-
log of the description of each clause in SOME
under the current analogy G,. Usually [6] this
description is restricted to include only those
_predicates that appear on Ga. For example, if

~our analogy contained only °

7 ' GJ ‘group & ring

' ‘and we were secking on analog of clause C,y, WC
would look for any clausc that satisfies the
description "impecond[ring". If qj were more
complete, for example, ‘

Gj group < ring
hom & hom

we would look for clnuses that satisfy neg[hom],
impcond[ring]l In the first case EXTENDER would
find several clauses,_while in the latter case,
certainly fewer would be selected. -The actual
number_depends upon the data base D’. Often,
there will be some axiom mxy € SOME which has
. -~ but. one candidate image under (.. EXTENDER will
“ attempt to extend (;.by mapping just this one
Reir of clauses,:ang then itcrate with Q4,1 os
dts active analogy. When no clause returns only
One cundidate, EXTENDER uses an ordering. relation
" to seleet the most 1ikely imuge out of the set of
candidutes.

Theorem T1 described above required the axiom:

3. —,int[x,y,z] v subset{x,y] ,

Which 45 dederibed by: pos{subsetW, ncg[int]
. When the system searches memory for all clauses
gthnt satisfy this description, it finds, in“addi-’

-1int[x,y,z] V subset[x,z]

ription._ ZOREA—I dis—
terms ‘of their des-

Fox: most clauses c, c is the only .
e ; isfies descr[c] But some cluuses,
.sueh as: C3 above, may have, two or more "descrip-
tion equivalents‘ -In practicc, we find few such

') = axy ds:found that ean be used ‘An.
the proof of Ta.. Moreover, each new ussociation a

_.clauses on AXSET

3 Given a clnuse ax

dk all. the terms referencing the predica
If there is one ‘term left in dk and d,/ ,ﬂ

“3respond1ng yredicates are _mepped by default‘

more terms” are left sthe: predicates are mapbed
in a way .that preserves y description feature_
(e:g.; pos teTms are associated with'pos terms)'
and (2) semantic types of predicate : ;
If the system knowsuthnt
. ehelien @ cring
and wants to associate the clause {from AXSET)
— abelian [x;*]} v commutative [¥;x] .
with the clause
—ering [x;*%;+] V commutative [*-xj
it compares the description
neg[abelipn], pos[commutntive]
with
neglering], pos[commutativej :
and extends the unulogy to include commutative ©

commutative.

The preceding discussion provides an introduc—i
tion to the ZORBA-I algorithm, Figure 2 describes
the relationship between ZORDBA~1 and QA3. VWhile
EXTENDER iterates through the, partitions

LARGE DATA
BASE b’

MODIFIED
DATA BASE D

QA3 (THEOREM
PROVER)

FIG, 2
RELATIONSHIP BETWEEN SECTION OF. ZORBA—I and QAB

‘of AXSET to create a final analogy, 1t ‘accesses

D’ and buifds up a-small set of images. of the
“When' it termlnates (311 i

clauses have 1mages), it. passes this image set
into the memory of QA3, which then attempts to

_prove TA using the restricted datu base

At this stime,” the INITIAIFMAP and EXTENDER run',l

‘on problem pairs in algebra such that’ T1~T"T- T

3.%47
A lurge data base of 250 clauses includes i :

effect,-T

zthesc theorems using thef







