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ABSTRACT could use the knowledge incorporated in an automatic segmen

" . . to help end-point a user’s speech input. A speech indexidgen
As speech recognition moves toward more unconstrained idsma _ . ) .
trieval system (such as for transcribed broadcast audidyquro-

such as conversational speech, we encounter a need to b able . . . o . L
. - cess its data in more meaningful units if the locations ajuistic

segment (or resegment) waveforms and recognizer outputimt .

2 - . . segment boundaries were known.
guistically meaningful units, such a sentences. Towars ¢md,
we present a simple automatic segmenter of transcriptdb@se Our main motivation for the work reported here comes fronespe
N-gram language modeling. We also study the relevance of selanguage modeling. Experiments at the 1995 Johns Hopkins La
eral word-level features for segmentation performancéndgJsnly  guage Modeling Workshop showed that the quality of a languag
word-level information, we achieve 85% recall and 70% ieci model (LM) can be improved if both training and test data &g s

on linguistic boundary detection. mented linguistically, rather than acoustically [8]. Weosled in
[10] and [9] that proper modeling of filled pauses requiresvida
1. INTRODUCTION edge of linguistic segment boundaries. We found for exartale

Today'’s large-vocabulary speech recognizers typicatijetto pro- ~ segment-internal filled pauses condition the following eequite
cess a few tens of seconds of speech at a time, to keep thertiine glifferently from segment-initial filled pauses. Finallgcent efforts
memory demands of the decoder within bounds. For longettsnpu in language modeling for conversational speech, such aatf@mpt
the waveform is usually presegmented into shorter piecestban t0 capitalize on the internal structure of utterances anwstuSuch
simple acoustic criteria, such as nonspeech intervals, (@agises) models are formulated in terms of linguistic units and tfenere-
and turn boundaries (when several speakers are involvesljefar ~ quire linguistic segmentations to be applicable.

to such segmentations asoustic segmentations 3. METHOD

Acoustic segmentations generally do not reflect the lirtgusdruc-
ture of utterances. They may fragment sentences or semamits;

or group together spans of unrelated units. We examine @leear
sons why such behavior is undesirable, and proposéditigatistic
segmentationbe used instead. This requires algorithms for auto
matically finding linguistic units. In this paper we report &irst
results from our ongoing efforts toward such an automatiguis-

tic segmentation. In all further discussion, unless otliezwoted,
the terms ‘segment, ‘segmentation, etc. will refeflitguistic seg-
mentations.

Our main goal for this work was to examine to what extent uzsio
kinds of lexical (word-based) information were useful fat@matic
linguistic segmentation. This precluded a study based erotit-
put of existing speech recognition systems, which curyeatthieve
about 40-50% word error rate on the type of data used in owrexp
iments. At such high error rates, the analysis of any segatient
algorithm and the features it uses would likely be confouhblg
the unreliable nature of the input data. We therefore chwsérmi-
nate the problem of inaccurate speech recognition andtesieal-
gorithms on hand-transcribed word-level transcripts aidgneous
2. THE IMPORTANCE OF LINGUISTIC speech from the Switchboard corpus [4]. An additional béwéfi
SEGMENTATION this approach is that the models employed by the segmemiaitio
gorithms can also be directly used as language models fachpe
Acoustic segmentations are inadequate in cases where thatou recognizers for the same type of data, an application we wsp
of a speech recognizer is to serve as input for further psicgs ing as well.
based on syntactically or semantically coherent unitss Tdludes

most natural language (NL) parsers or NL understandingosta- lowing framework. We first trained a statistical languagedeio

tion systems. For such systems, the fragmented recoguitignt of the N-gram variety to model the distribution of both woedsl

would have to be put back together and large spans of undelate . ; .
. ) AU . Segment boundaries. (For this purpose, segment boundegies
material would need to be resegmented into linguistic units

represented as special tokesis- within the text.) The segmenta-
Automatic detection of linguistic segments could also iowerthe  tion information was removed from the test data, and thelagg
user interface of many speech systems. A spoken languaggrsys model was used to hypothesize the most probable locatiosesgef

The segmentation approaches we investigated all fell mitie fol-



ment boundaries. The resulting segmentations were thdunatgd computation yields the likelihoods of the states at eaclitiposk:
along a number of metrics.

As training data, we used 1.4 million words of Switchboagthtr Pno-s(Wi...wx) = Pyo-s(Wi...Wg_1) X
scripts annotated for linguistic segmentations by the WPEere- P(Wi Wi 2Wi_1)
bank project [7], comprising a total of 193,000 segmentse Bauf

of the standard Switchboard development test set, totdlihg00 +Ps(Wy.. W)
words and 1,300 segments, was used for testing. P(Wi|<s>Wi—1)
The hand-annotated segments encompassed different Kitids o Ps(Wi...Wk) = Pno-s(Wi...Wi-1) %

guistic structures, including P(<>|Wi—2Wi—1) P(Wic|<s>)
—I—Ps(W]_...Wk_l) X

e Complete sentences
P(<s>[<s>Wi1) P(Wi|<s>)

e Stand-alone phrases
o Disfluent sentences aborted in mid-utterance

e Interjections and back-channel responses A corresponding Viterbi algorithm is used to find the mosehk
sequence ofs andNO-S (i.e., a segmentation) for a given word
The following excerpt illustrates the character of the dataguis- ~ string. This language model is a full implementation of thedel
tic segment boundaries are marked, whereas acoustic segmen-approximated in [8]. The hidden disfluency model of [10] has a

tations are indicated by/. similar structure. As indicated in the formulae above, weently
use at most two words of history in the local conditional fadoiti-
B.44: Worried that they’re not going to tiesp(-|-). Longer N-grams can be used if more state information is
get enough attention? <s> // kept.
A.45: Yeah, <s> and, uh, you know, colds The local N-gram probabilities are estimated from the trajrdata
and things like that <laughter> get -- // by using Katz backoff with Good-Turing discounting [6].
B.46: Yeah. <s> //
, 5. RESULTS
A.47: -- spread real easy and things,
<s> but, // and they’re expensive <s> and, 5.1. Basdine Segmentation Model

// <lipsmack> // course, // there’s a lot
of different types of day care available,
too, // you know, where they teach them
academic things. <s> //

B.48: Yes. <s> //

The first model we looked at models only plain words and segmen
boundaries in the manner described. It was applied to theaten
nation of all turns of a conversation side, with no additiocan-
textual cues supplied. During testing, this model thus atesrwith
very minimal information, i.e., with only the raw word sequee to
be segmented. Table 1 shows results for bigram and trigrad mo

This short transcript shows some of the ubiquitous featfrepon- els. The performance metrics used are defined as foll&ez:all

taneous speech affecting segmentation, such as

e Mismatch between acoustic and linguistic segmentations

(A.47) Table 1: Baseline model performance
Model Recall  Precision FA SER
e segments spanning several turns (A.45 and A.47) Bigram | 65.5% 56.9% 1.9% 58.9%
e backchannel responses (B.46) Trigram | 70.2%  60.7%  2.0% 53.1%

4. THE MODEL

The language models used were of the N-gram type commondy usé the percentage of actual segment boundaries hypotiesize-

in speech recognition [5]. In N-gram models, a wavg from a cisionis the percentage of hypothesized boundaries that arelactua
n— 1 word historyw; ... w,_1. If the history contains a segment False Alarms (FAJare the fraction of potential boundaries incor-
boundary<s>, it is truncated before that location. During testing,'éCtly hypothesized as boundari€egment Error Rate (SER)the

the model is run as hidden segment modélypothesizing segment Percentage of actual segments identified without intengifalse
boundaries between any two words and implicitly computimg t &larms.

probabilities of all possible segmentations. As can be seen, word context alone can identify a majorityegf s

Associated with each word position are two staBandNO-S, cor- Ment boundaries at a modest false alarm rate of about 2%.rithe t
responding to a segment starting or not before that wordraefcd ~ 9ram model does better than the bigram, but this is expettee &
has access to a larger context around potential segmentiaones.

1Although complete and disfluent sentences were markedweiiffly in {0 USe in its decision. Given these results, we only consitigam
the corpus, we modeled these with a single type of boundkeyto models in all following experiments.




5.2. Using Turn Information

Next we examined a richer model that incorporated inforomati
about the turn-taking between spealé&Mote that turn boundaries
are already present in acoustic segmentations, but in #se we
will only use them as a cue to the identification of linguistan-
ments. Turn information is easily incorporated into themnsegta-
tion model by placing special tags at turn boundaries (il lraiin-
ing and testing). Model performance is summarized in Table 2

Table2: Segmentation performance using turn information

Model Recall  Precision FA SER
Baseline 70.2% 60.7% 2.0% 53.1%
Turn-tagged| 76.9% 66.9% 1.8% 44.9%

As can be seen, adding turn information improves performamc
all metrics. This improvement occurs even though turn bauied
are far from perfectly correlated with segment boundadesillus-
trated earlier, turns can contain multiple segments, ansegs may
span multiple turns.

5.3. Using Part-of-Speech Information

So far we have used only the identity of words. It is likelyttha
segmentation is closely related to syntactic (as opposékical)
structure. Short of using a full-scale parser on the inputaeld
use the parts of speech (POS) of words as a more suitableegpre
tation from which to predict segment boundaries. Parts eEsp
should also generalize much better to contexts containkggahs

boundaries provide some of the strongest cues for thesedbdes.
Apart from these strong lexical cues, it seems to be helpfali-
stract from word identity and use POS information insteacdhther
words, the tag set could be optimized to provide the righ¢lley
resolution for the segmentation task.

It should be noted that the results for POS-based modelspare o
timistic in the sense that for an actual application one @Wdinkt
have to tag the input with POS labels, and then apply the segme
tion model. The actual performance would be degraded byirnggg
errors.

5.4. Error Trade-offs

As an aside to our search for useful features for the segmenta
tion task, we observe that we can optimize any particulaguage
model by trading off recall performance for false alarm ratevice
versa. We did this by biasing the likelihoods $ftates by some
constant factor, causing the Viterbi algorithm to choosséhstates
more often. Table 4 compares two bias values, and showshthat t
bias can be used to increase both recall and precision, alsite
reducing the segment error rate.

Table 4: Biasing segmentation

Model Recall Precision FA SER
Bias=1| 76.9% 66.9% 1.8% 44.99
Bias=2| 85.2% 69.2% 2.7% 37.49

6. DISCUSSION

not observed in the training data (assuming the POS of thesvor

involved is known).

6.1. Error Analysis

We were able to test this hypothesis by using the POS-tagged vTo understand what type of errors the segmenter makes, we han

sion of the Switchboard corpus. We built two models based@8 P
from this data. Model | had all words replaced by their PO&Isb
during training and test, and also used turn boundary irdgion.
Model Il also used POS labels, but retained the word idestitf
certain word classes that were deemed to be particuladyaat to
segmentation. These retained words include filled pausaegmc-
tions, and certain discourse markers such as “okay,” “segll”
etc. Results are shown in Table 3.

Table 3: Segmentation performance using POS information

Model Recall  Precision FA SER
Word-based | 76.9% 66.9% 1.8% 44.99
POS-based || 68.9% 58.5% 2.0% 59.39
POS-based Il 79.6% 73.5% 0.9% 39.99

We seethat POS tags alone (Model I) do not result in bettenerg
tations than words. The fact that Model Il performs bettantboth

checked a set of 200 false alarms generated by the basdirsarir

model. The most frequent type (34%) of false alarm corredpdn
to splitting of segments at sentence-internal clause baxigsl e.g.,
false alarms triggered by a conjunction that would be likelgtart

a segment. For example, tke> in the segmentation

i’m not sure how many active volcanos
there are now <s> and and what the amount
of material that they do uh put into the
atmosphere

represents a false alarm, presumably triggered by thenfmitpco-
ordinating conjunction “and.”

5% of the false alarms could be attributed to filled pauseseat t
end of segments, which were often attached to the followewy s
ment. This actually reflects a labeling ambiguity that sHadt be
counted as an error. Another 7% of the false alarm we deemed to
be labeling errors. Thus, a total of 12% of false alarms cdeald
considered to be actually correct.

the all-word based model and the pure POS model indicates tha

certain function words that tend to occur in the context gfirsent

2Speakers can talk over each other. We did not model this egse s
rately; instead, we adopted the serialization of turns iatbby the tran-
scripts.

Other Segmentation Algorithms

Our language-model-based segmentation algorithm is amdyad
many that could be used to perform the linguistic segmemtagisk,
given a set of features. Conceptually, segmentation isgjnsther



classification problem, in which each word transition mustid-
beled as either a segment boundary or a within-segmeniticams
Two natural choices for alternative approaches are decisaes
and a transformation-based, error-driven classifier oftyipe de-
veloped by Eric Brill for other tagging problems [2]. Bothtbiese
methods would make it easier to combine diverse input featinat
are not readily integrated into a single probabilistic laage model,
e.g., if we wanted to use both POS and word identity for eaal#o
Our approach, on the other hand, has the advantage of sityplic 3.
and efficiency. Furthermore, the language model used fonsag
tation can also be used for speech decoding or rescoring.

1.

We already mentioned that if POS information is to be used for
segmentation, an automatic tagging step is required. Teisepts
somewhat of a chicken-and-egg problem, in that taggersajipi
rely on segmentations. An appealing solution to this prolilethe
statistical tagging framework [3] would be to model bothreeg-
tation and tag assignment as a single hidden Markov process.

6.3. Other Featuresfor Segmentation

All of our experiments were based on lexical informationyorilo

further improve segmentation performance, and to maks# de-
pendenton accurate speech recognition, we plan to contizriev

approach with a model for various acoustic and prosodietates
of segmentation. These include:

4.

¢ Unfilled pause durations

e Fundamental frequency patterns
e Phone durations

¢ Glottalization

Our current segmentation model deals with each converssitite
in isolation. An alternative approach is to model the twoesid
jointly, thereby allowing us to capitalize on correlatidretween the
segment structure of one speaker and what is said by the ttrser
likely, for example, that backchannel responses would beaieal
better this way.

7. CONCLUSIONS 10.

We have argued for the need for automatic speech segmenddtio
gorithms that can identify linguistically motivated, sente-level
units of speech. We have shown that transcribed speech can be
segmented linguistically with good accuracy by using anrahy
language model for the locations of the hidden segment bemiexi

We studied several word-level features for possible inaafion

in the model, and found that best performance so far was \zthie
with a combination of function ‘cue’ words, POS labels, andht
markers.
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3Such an integration can be achieved in a language modeliingingax-
imum entropy paradigm [1], but this would make the estinmmatwocess
considerably more expensive.
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