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Overview

This executive summary presents an overview of the
process and initial findings of a systematic review and
meta-analysis of the literature on computer simulations for
K-12 science, technology, engineering, and mathematics
(STEM) learning topics. Both quantitative and qualitative
research studies on the effects of simulation in STEM
were reviewed. Studies that reported effect size measures
or the data to calculate effect sizes were included in the
meta-analysis. Important moderating factors related
to simulation design, assessment, implementation, and
study quality were coded, categorized, and analyzed for
all the articles.

This review and meta-analysis is focused on two research
questions:

1.What is the difference in outcome measures between
K-12 students who receive simulations as a form of
instruction and K-12 students who receive some other
kind of instructional treatment?

2.What is the difference in outcome measures between
K-12 students who receive simulations and those who
receive the same simulations that are modified with
some form of instructional enhancement, such as
dynamic representations, meta-cognitive support, or
extended feedback?

This executive summary includes a reporting of the research
activities of this project and selected results and findings.

Background

With the rise in computing and reduction of computer
costs,the use of simulations has increased. A simulation, for
the purposes of this study,is a computer-based interactive
environment with an underlying model.In the STEM field
in particular, real equipment can be difficult to obtain, so
simulations enable students to experience phenomena
they normally would not be able to experience firsthand.
For example, simulations can take the place of laboratory
equipment that might be too expensive or dangerous to
have in a school. Simulations can also be used to explore
phenomena that occur over long or extremely short time
periods in a way that can easily fit into a class period.With
simulations, students can also manipulate variables and
see the results of multiple experiments without having to
actually replicate them. (See Quellmalz & Pellegrino, 2009,
for a review of the use of simulations in K-12 settings and
the affordances of simulations that can affect student
outcomes.)

In view of these benefits, it is widely held that using
simulations in the classroom can help improve learning.
Several literature reviews (e.g., Scalise etal., 2011;Smetana
&Bell,2012) have examined whether and how simulations
aid the improvement of student learning. However, this
literature has not been quantitatively and systematically
analyzed to determine whether simulations do in fact
have an effect on student learning.
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Inthe summerof2012,theBill & Melinda Gates Foundation,
in cooperation with the MacArthur Foundation, made
a significant investment to establish and support the
Games Assessment and Innovation Lab (GlassLab), which

includes top game developers, assessment experts, and
researchers from multiple fields. The goal of GlassLab
is to transform learning and formative assessment
through digital games. During the planning stages of the
investment, the program was divided into two teams —
an investmentin a program team (GlassLab) and a second
investment in a research team (GlassLab-Research) — to
mitigate conflicts of interest and guarantee independent

validation of assessments developed by the program.The
GlassLab program team (GlassLab) was tasked to design
and develop state-of-the-art game-based assessments.
Independently, the research team (GlassLab-Research)
would conduct research on the qualities, features,
inferential validity, reliability, and effectiveness of the
games and assessments that are embedded within the
gaming environments produced by GlassLab. The meta-
analysis and systematic review of the simulation literature
described in this report is part of the larger GlassLab-
Research project.

Defining a Simulation
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To facilitate our article search and review, we used
the term “simulation” as well as other related terms to
increase the likelihood that we would identify a range of
simulation tools that met our definition. Thus, a research
article did not have to explicitly refer to a simulation as a
“simulation”The tool described in the article did, however,
need to meet our definition. This was especially relevant
to the domain of mathematics where often the simulation
tools were described as dynamic representations or linked

multiple representations.

Exhibit 1 (taken from Ozgun-Koca,2008) shows an example
of a simulation used in a mathematics classroom. In this
simulation, students explore the swimming movement of
fish by measuring the position of fish over time.The movie,
graph, and table are linked to show the fish’s positions
at one-second intervals. Students can enter information
or make changes in any one of the representations (i.e,
movie, graph, or table) and see how this changes the
others. They can also compare before and after models
of fish movement and relate the algebraic form and the

graph.

Exhibit 1. An Example of a Simulation in Mathematics from Ozgun-Koca, 2008
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Exhibit 2 shows an example from a science simulation in
which students investigate electrical circuits (Vreman-
de Olde & de Jong, 2006). The interface of the simulation
shown here displays a series RCL circuit that students can
explore by changing input variables (e.g., resistance and
capacitance) of the circuit and relating them to the output
variables (e.g., voltage and current). How these variables
change the voltage and current are also represented in a
graph and a vector diagram.

Other Extant Literature Reviews

Reviews exist of simulations or computer-based tools that
help students learn various STEM concepts.Some of them
are focused on a very narrow range of simulation studies
or on overall trends of the findings of these studies, but
none conducted a comprehensive quantitative meta-
analysis. For example, in a recent review Smetana and Bell
(2012) looked at computer simulations that are meant
to support science instruction and learning. They found
that most (49 of 61) studies showed positive impacts of
the use of simulations. Although the studies discussed
are thoroughly explained and categorized, the search
procedures were not very well documented, and our
research team identified many key researchers and
articles as missing from the review.

Exhibit 2. An Example of a Simulation in Science from Vreman-de Olde, & de Jong, 2006.
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Another recent review (Scalise et al., 2011) also examined
learning through science simulations. This review was on
software for grades 6-12, particularly virtual laboratory
simulations. Another review (Clark, Nelson, Sengupta, &
D’Angelo, 2009) looked at science learning gains from
both simulations and games.This paper mostly described
available simulations/games and overall findings from
studies and reported details in a few select areas.

None of these reviews were proper meta-analyses where
effect sizes across a series of studies were calculated and
compared. The study described in this report includes a
meta-analysis and is building on these previous reviews
while taking on additional challenges. For instance, we
are examining not only the effectiveness of simulations
for STEM learning, but also the features of simulations
that contribute to learning gains, the types of research
and study designs that are most effective for determining
these gains, any moderating variables that influence
learning gains, and details of the assessments and
measures used to determine learning gains.

The study results presented in this executive summary
provide a look at the factors that influence learning
science,mathematics,and engineeringin computer-based
simulations.The full report includes more details on these
factors and assessing learning in these environments.

Meta-Analysis

A meta-analysis is the systematic synthesis of quantitative
results from a collection of studies on a given topic
(Borenstein, Hedges, Higgins, & Rothstein, 2009). Many
terms have been used to describe literature reviews, such
as research synthesis, research reviews, and narrative
reviews (Cooper, 2010). While some of these terms are
used interchangeably with meta-analysis (Cooper favors
research synthesis), what sets a meta-analysis apart from
other literature reviews is the quantitative and systematic
nature of the data collection and analysis.

Part of the systematic approach in a meta-analysis is to
document the decisions that are being made about the
collection of the articles and the steps of the analysis. This
allows for the study to be replicated.The approach also calls
for the specification of the research questions guiding the
analysis because two researchers examining the same set
of articles may be asking different questions and thus may
arrive at different results. Another part of being systematic
in the approach is to help ensure that articles are collected
and reviewed in a carefully organized manner to make
sure the study is as inclusive as possible (Borenstein et al.,
2009). In a meta-analysis articles are included based on
pre-defined criteria and not because of results found in the
article or familiarity with certain authors. This can help to
remove some of the bias and subjectivity that would result
from a less systematic review.

Meta-analysis quantifies results by using effect sizes.
Effect sizes are a measure of the difference between two
groups, and in the case of an intervention an effect size
can be thought of as a measure of the (standardized)
difference between the control group and the treatment
group, thereby providing a measure of the effect of the
intervention. Effect sizes are not the same as statistically
significant differences that are typically reported and
found through various inferential statistics, such as t-tests
or Analysis of Variance (ANOVA). For example, a study
could have a statistically significant finding, but the effect
of that difference could be minimal. Thus, the effect size
allows researchers to determine the magnitude of the
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impact of an intervention, not just whether or not the
intervention made a difference.An effect size of 1.00 would
be interpreted as a difference of one standard deviation
between the two groups being compared. Another way
of interpreting a one standard deviation effect size would
be moving a student at the 50th percentile before the
intervention to the 84th percentile after the intervention
—in this case moving a student from the mean of a normal
distribution to one standard deviation above the mean in
that distribution.

The magnitudes of effect sizes can be categorized into
different groups. For Cohen (1988), one way to think about
categorizing effect sizes was that small effect sizes (.2 to
.3) are those that are barely detectable by the naked eye,
medium effect sizes (.4 to .6) are those that can be detected
visually,and large effect sizes (greater than .7) are those that
could not be missed by a casual observer. It is important
to remember that effect sizes are dependent not just on
the mean difference between two groups, but also the
standard deviation of those groups. For example, there is
an average height difference between 15-and 16- year old
girls, but there is a lot of variation within each of those age
groups, so this would correspond to a relatively small effect
size. However, when comparing 13- and 18- year old girls,
there is a much larger average height difference, and even
with a similar amount of variation within each age group,
this would correspond to a larger effect size.

In addition, if the effect size is consistent across a collection
of articles, then an overall effect size can be estimated
that is both robust and applicable to the type of studies
used (Borenstein et al., 2009). Further exploration of
effects using moderating variables can be performed to
understand what particular variables contribute to the
results.

The tools of meta-analysis enable researchers to look
across a large number of similar studies to determine
whether certain kinds of interventions have consistent
effects. This is a powerful kind of analysis that, when
combined with the systematic nature of a meta-analytic
review, presents a solid view of the current state of
research and findings in a field.

Methods

Scope

This meta-analysis is concerned with the effectiveness of
computer simulations used in instructional settings. The
scope was limited to interventions involving simulations
in STEM contexts or content in order to align with the
GlassLab game developers’ objectives. The analysis only
included studies with participants in the K-12 graderange
(although interventions did not need to occur in a formal
school setting). The results will therefore be applicable
directly to simulation and curriculum designers working in
these grade levels.The list of possible outcome measures
was kept broad at this point in the search process in order
to be responsive to what was in the literature.

Initial Search

The research team wused three well-known and
comprehensive databases to ensure the search covered
all the relevant literature and journals: the Education
Resources Information Center (ERIC) (http://www.eric.
ed.gov/), PsycINFO (http://www.apa.org/psycinfo/), and
Scopus  (http://www.scopus.com/). From discussions
with a reference librarian, we determined that because of
the overlapping coverage and journal availability, these
databases should be able to capture nearly all the relevant
literature on learning simulations.

To identify as many articles as possible, we performed the
searches using the title, abstract, and keyword or descriptor
fields in the databases. We decided to keep the search
terms relatively broad in order to capture a large number
of potential articles but not too broad so as to overload our
process. Specifically, we used the combination of the terms
simulation or computer simulation along with STEM content
terms such as science education and mathematics education.
Searching for simulation alone would have produced an
order of magnitude more articles than the search we actually
conducted. Reviewing such a large volume of articles would
have taken a prohibitively long time to properly sort through,
given our resource constraints.
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The initial search terms included the STEM domains
(science, technology, engineering, and mathematics and
their subtopics, such as biology and chemistry) and
simulation or computer simulation as primary search terms.
To try and include mathematics articles that might not use
the word “simulation” we included multiple representation,
dynamic representation, and linked representation to the
primary search terms. Other topics, such as 27st century
skills were included in coding, study categorization, and
analysis. For example, a study about problem solving in
the context of science learning would be included in the
search because of the emphasis on science learning and
because the simulation features, assessments, and results
relating to problem solving are reported along with other
science content-related features, assessments, and results.

Only articles published between 1991 and 2012 (inclusive)
were included in the study. The majority of simulation-
based education research studies were conducted during
this time, and any studies done before 1991 are likely to
concern technologies that are out of date and would not
be helpful to contemporary researchers, educators, and
designers. Only peer-reviewed journals were included,
and only articles in those journals (i.e., not editorials).
The decision to exclude literature such as conference
proceedings and non-peer-reviewed articles was to
ensure a high quality of research and to keep the pool
of articles manageable. Additionally, to be included in
the meta-analysis portion, studies needed to include the
relevant quantitative information needed for the effect
size calculations.

Method Overview

Exhibit 3 presents an overview of the abstract and article
retrieval,and coding process.Overall, 2,722 abstracts were
reviewed, resulting in full-text retrieval of 260 primary
research studies potentially suitable for the analysis.
Through a thorough review of full-text documents, 201
studies were retained for further analysis. Of these, 70
were determined to be research articles that included
either an experimental (e.g., Randomized Control Trial
[RCT]) or quasi-experimental design. Of those, 11 were
determined to contain incomplete or repeated data
and were excluded from our analysis. The remaining 59
studies yielded 128 effect sizes, 96 of which were in the
achievement outcome category, 17 were in the scientific
inquiry and reasoning skills category, and the remaining
15 were in the non-cognitive measures category.

The sections that follow describe the methods at each
stage in this process.
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Abstracts Excluded
(2,166)

Articles Excluded (not a simulation,
language, conference proceedings, etc.)

(333)

Articles Identified as RCT
or Quasi-Experimental

(70)

Articles Included in Analysis
(59)

Abstracts Identified and
Screened for Eligibility

(2,722)

Abstracts with insufficient Information
(required full text for decision)

(353)

Full Text Articles marked for
Inclusion and Retrieval

(260)

Articles Screened for Study Type
(201)

Articles Identified as Qualitative
(83)

Articles Excluded from Analysis
(incomplete data, repeated data, etc.)

(LR}

Abstracts Marked for Inclusion
(158)

Articles Identified as
Pr-Experimental

(48)




Abstract Screening Stage

The abstracts for the 2,722 articles produced from the
initial search of the databases were collected using the
citation management program Mendeley.? The simulation
meta-analysis team developed an exclusion coding
scheme, with two team members per article coding each
abstract. Articles coded for exclusion were assigned to
one or more exclusion categories (Exhibit 4). Our search
strategy was to find a large number of articles that met
certain criteria (e.g., year of publication, source) and then
exclude individual articles that did not meet our other
criteria (e.g., research study, interactive simulation) for
one or more reasons. These exclusion categories further
defined our search parameters and inclusion criteria.

Specifically, we wanted to review studies that involved
students in kindergarten through high school, regardless
of whether the study took place within a formal learning
environment. Thus, studies involving students outside the
K-12 grade range were excluded at the abstract screening
stage. Because we also needed to check whether the
simulation described in the study met our definition of
simulation, many of the exclusion categories dealt with

Exhibit 4. Abstract Screening Results: Exclusions
Exclusion reason

Not K-12 grade range

Not a research-based article

Simulation is not part of instruction

Does not fit our simulation definition (other)
Review or trend article

Content is not STEM related

Not computer based

Game

Visualization

this (e.g.,not computer based, visualization,game).We also
excluded articles that did not describe a research study.?
Many articles contained descriptive information about a
simulation but did not present any data or evidence that
a systematic investigation had been performed, so these
were excluded for not being research based.

High agreement existed among the coders, with the pairs
agreeing on 86.1% of the first-round of abstract coding.
Most of the disagreements (66.1%) occurred when coders
could not agree on the exclusion category or categories.
Two researchers resolved all the disagreements by
reviewing the abstracts and discussing the disagreements.

From the review of the abstracts, 201 (7%) of the original
abstracts screened were determined to match all our
inclusion criteria and appeared to address one or both
of the research questions. For about 350 (13%) of the
abstracts screened, information in the abstract alone
was insufficient for making a decision. Full texts of those
articles were obtained, and two researchers coded them
using the same codes as for the abstracts. The remaining
80% of the abstracts were excluded for one or more
reasons.

Number Percentage

of Abstracts of Abstracts
1007 37.0
975 | | 35.8
439 | | 16.1
435 | | 16.0
141 | | 5.2
126 | | 4.6
150 | | 5.5
66 | | 24
38 | | 14

Note: Abstracts could be coded for more than one exclusion reason.

2 http://www.mendeley.com

3 Studies that used qualitative research methods were included at this
stage, although the outcomes associated with these studies (such as
student interviews) were not analyzed for this report.
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Article Screening Stage

Once the abstracts were screened, we collected complete
texts of all the included articles. Simultaneously, the
research team developed and refined a coding scheme
for them.The coding scheme captures information about
the research questions, the research design, the study
variables, the effect size data, the assessments used, the
features of the simulations, implementation information,
and participant information.

Two members of the team read through the full texts
and identified which articles were quasi-experimental or
randomized controlled trials and had enough data to be
included in the meta-analysis. Inter-rater agreement for
this full-text manuscript inclusion/exclusion screening
was 94.50% (k= 0.89). (The list of articles included in the
study is in the Appendix.)

Codebook Development

The research team developed a set of codes to describe
the studies (e.g, demographics, methodological
study features) and their substantive characteristics
for descriptive purposes and for use in subsequent
moderator variable analyses.This was an iterative process
that entailed identifying an initial set of codes with a
subset of the articles and then refining and creating new
codes as the review of articles proceeded.

Some of the codes were applied at the article or study
level (e.g., pertaining to research design or location of the
study), whereas others were applied at the effect size level
(e.g., pertaining to specific comparisons and findings of
the studies). The codes fell into six broad categories:

1.Demographic information (location of study, ages of
participants, language of instruction)

2.Study information (research question, STEM topic)

3.Methodological information (research design, group
equivalency, attrition)

4. Assessment information (source of assessment, type of
measures)

5.Simulation information (type, collaboration, flexibility,
platform)

6.Implementation information (setting, curriculum, time/
duration/frequency).

The entire codebook with detailed descriptions of each
code used and its value options is provided in Appendix
B (available in the full report). A sample page from the
FileMaker database created for coding is in Appendix C
(available in the full report).

All of the 59included articles were coded with the finalized
coding scheme by two research team members. A pair of
researchers coded each article independently and then
met to address any disagreements and determine a final
code for each finding.

Quantification in Meta-Analysis

The basic metric and unit of analysis in a meta-analysis
is an effect size. The one used in this meta-analysis is a
d-type effect that expresses the standardized difference
between the means of two groups. Cohen’s d (Cohen,
1988) has become the more accepted form of the d-type
effect size.Cohen’s d is calculated by pooling the standard
deviations of the experimental and control groups and
using this new standard deviation as the divisor of the
mean difference.

In addition, Hedges & Olkin (1985) introduced a multiplier
to Cohen’s d that corrects for small-sample bias. This
adaptation is generally referred to as Hedges' g.The effect
sizes of small samples (generally around 40 participants)
are adjusted downward slightly, while larger samples
remain unaffected. As a result, most reviewers convert all
d-type effect sizes to Hedges' g because it corrects bias
in small sample studies without affecting larger samples.
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Synthesizing Effect Sizes

Effect sizes are always weighted at the synthesis phase,
where effect sizes are combined into an overall average.
There are multiple models to consider at this stage: fixed-
effect, random-effects, and a mixed-effect model.* The
weights for the fixed-effect model and the random-effects
model are different, owing to the theoretical definitions of
the models (e.g., Borenstein, Hedges, Higgins & Rothstein,
2010). We used the fixed-effect model to estimate
heterogeneity of k effect sizes (where k indicates the
number of effect sizes in the synthesis) and the random-
effects model to estimate the weighted average effect
size (g+) and the 95th confidence interval within which
the mean resides.

Fixed-Effect Model

The underlying assumption of the fixed-effect model,
where effect sizes are weighted by their inverse variance
(i.e., W

glFixed) —
Vg

), is that a precise fixed average effect size

can represent all studies in the meta-analysis that are essentially
alike in terms of research design, treatment definition, outcome
measures, and sample demographics. There are two primary
outcomes of a first-level synthesis of a distribution of k effect
sizes under the fixed-effect model: (1) the average weighted
effect size of k effect sizes (g+ is the statistical symbol for the
weighted average) and associated statistics (i.e, standard
error, variance, the upper and lower limits of the 95th
confidence interval, a z-test and associated probability) and
(2) heterogeneity assessment and its associated test statistics.
For heterogeneity analysis, a Q-statistic (Cochran’s Q) is created
from the squared sum of each effect size subtracted from the
average effect size. The Q-statistic is a sum of squares that is
assessed using the chi-squared distribution with p — 1 degrees
of freedom. Failure to reject the null hypothesis leads to the
conclusion that the distribution is homogeneous (i.e, between-
study variability does not exceed chance expectations). A
significant Q-value denotes heterogeneity that exceeds the
expected level of chance. Higgins and colleagues (Higgins,

4For a full description of these models and their underlying
assumptions, see Hedges & Olkin (1985); Borenstein, Hedges, Higgins
and Rothstein (2009); and Pigott (2012).

Idson, Freitas, Spiegel, & Molden, 2003) developed F as a more
intuitive measure of heterogeneity. P ranges from 0.0 to 1.0 and
is read as a percentage of between-study variability contained
in total variability.

The fixed effect model is then used to compare the
categories using the statistic Q-Between . Q-Between
is assessed for significance using the %? sampling
distribution with p - 1 degrees of freedom. If Q-Between
is found to be significant (e.g., o <.05), post hoc analysis
may be used to assess differences between categories. A
Bonferroni corrected post hoc test is generally used for

. . g+
simple comparisons, where z=

Pooled

Random-Effects Model

The random-effects model is considered most
appropriate when studies in the meta-analysis differ
in terms of methodology, treatment definition,
demographics, and the like. The inverse variance
weights include the between-study variance term 72

1

candomy = ——— ). Studies are not assumed to be
(Random) V+ T;

(i.e., Wg

alike except in the sense that they all address the same
general research question (e.g., the effects of educational
simulations on learning). Each study is deemed to be a
random sample from a micropopulation of like studies.
There is no heterogeneity assessment since all between-
study variability is resolved within each study.

Mixed-Effect Model

Moderatorvariable analysisinvolves comparisons between/
among levels of coded study features and is considered a
secondary level of comparison.The mixed-effects model is,
as the name implies, a combination of the characteristics
of the fixed and random models. Average effects at each
level of the moderator variable are synthesized using the
random-effects model with t*> calculated separately for
each level. Synthesis across levels is performed using the
fixed-effect model.
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Results

From our review of the literature on computer simulations
in K-12 STEM education, we identified three commonly
used outcome measure categories - achievement
measures, scientific inquiry and reasoning skills, and non-
cognitive measures (including measures such as attitudes).
Another key product of our review was the articulation of
two guiding research questions for the meta-analysis (see
the Meta-analysis Results Section of this summary below).

Exhibit 5. Descriptive Results at Study Level (59 Studies)

Descriptive Results

The 59 articles selected for inclusion in the meta-analysis
were coded using the definitions and rules in the codebook.
Some of the variables were included as moderator variables,
as described below. Others were coded and used as
descriptive variables to help better understand the pool of
articles selected for the study (including demographics of
participants, specific simulation topic, etc.). Exhibits 5 (study
level) and 6 (effect size level) detail the results of coding for
the pertinent descriptive variables.

The 59 studies were found to contain 128 effect sizes for the
purposes of this meta-analysis. Each effect size represents a
study’s comparison that falls under one of the two research
questions and one of the three categories of outcome
measures. A single article could have multiple effect sizes if
it reported multiple outcomes for a single control/treatment
comparison or if multiple groups were being compared
on a single outcome (e.g, in a factorial design). Inter-rater
agreement for effect size identification and calculation (i.e,,
accuracy of data extraction and selection and application of
equations) was 95.50% (k = 0.97).

Variable Frequency

Location of study

North America 21

Eufope | 18

Asia 6

Not indicated 14
STEM domain |

Sciénce 49

Marthematics' 6

Engineering |

Teéhnology | 1
Grade level of participants

Kihdergarteh— grade 5 | 8

Grédes 6-8 | | 15

Grédes 9-1 27 32

Mdltiple grade ranges | 4
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Exhibit 6. Descriptive Results at Effect Size Level (128 Effect Sizes)

Variable

Outcome measures

Research Question

2: Simulation Plus

Enhancement vs.

Simulation Alone
(k =64)

1: Simulation vs.
No Simulation
(k=64)

Achievement 46 50
Scientific Inquiry &Reasoning 6 no
Non-Cognitive 12 77777777777777777777 3 777777
Simulation type
Phenomenon 5|mulat|on 77777777777777777777 22 777777777777777777 40 777777
virtwallab v 12
Agentbased 5 VVVVVVV . 3 VVVVVV
Virtual world 1 - 1
Other 2 7777777 6
NotIndicated 15 VVVVVVVVVVVVVVVVVVVVVVVVVVV
Assessment delivery mode
Embedded in simulation . 15
Tech based but not embedded o 7
Nottechbased 59 VVVVVVVVVVVVVVVVVV 25 VVVVVV
Notindicated 3 VVVVVVVVVVVVVVVVVV 15 VVVVVV

Meta-Analysis Results
The Entire Collection

Overall, our systematic search resulted in 2,722 abstracts
that were reviewed, resulting in full-text retrieval of 260
primary research studies potentially suitable for the
analysis. Through a thorough review and analysis of
full-text documents, 59 studies met all of our criteria for
inclusion in the met-analysis. These studies yielded 128
effect sizes, 96 of which were in the achievement outcome
category, 17 were in the scientific inquiry and reasoning
skills category, and the remaining 15 were in the non-
cognitive measures category.

Inter-rater reliability. At least two trained raters were
involved in all stages of the review. Percent agreement
and Kappas (when available) pertinent to each stage are:

« Abstract screening—86.1%

* Full-text inclusion/exclusion—88.35%

(k=0.77)

manuscript

« Effect size comparison decisions (defining experimental
and control condition, deciding on the number of effects
and which data sources to use)—85.90% (k = 0.72)

« Effect size calculation (i.e., accuracy of data extraction
and selection and application of equations)—91.44%
(k= 0.83)
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Research Questions

Two research questions were identified in the research
literature of educational simulations. Studies either
involved the comparison of simulation-based instruction
to non-simulation instruction or they involved comparing
two different simulation environments. The research
questions are defined as follows:

1) What is the difference, in terms of the three outcome
types (i.e., content achievement, scientific reasoning
and inquiry skills, non-cognitive), between K-12
students who receive simulations as a form of
instruction and K-12 students who receive some other
kind of instructional treatment? For each included
study, the simulation group was designated the
experimental condition and the non-simulation group
was designated as the control condition.

2) What is the difference, in terms of the three outcome
measures, between K-12 students who receive
simulationsand those who receive the same simulations
that are modified with some form of instructional
enhancement, such as dynamic representations, meta-
cognitive support, or extended feedback? For each
included study, the simulations with modifications
group was designated the experimental condition and
the non-modified simulation group was designated as
the control condition.

Interpretation of Results

In the results that follow, there are several aspects of
the summary statistics that are important to consider
and helpful in interpretation. First, there is the statistical
significance (p < .05) of the weighted average effect size.
This is a formal indication that the average effect size has
equaled or exceeded what would be expected by chance
(i.e., g+ > 0). Second, the magnitude of the effect size, as
established by Cohen (1988), can be benchmarked as
follows: 1) 0.20 < d < 0.50 is referred to as a small average
effect; 2) 0.50 < d < 0.80 is referred to as a medium effect)
and 3) d > 0.80 is called a large effect. Valentine and
Cooper (2003) warn that these qualitative descriptors
may be misleading in fields like Education where smaller
effect sizes tend to be the norm.

Another descriptor used here is referred to as U, (Cohen,
1988) or the “percentage of scores in the lower-meaned
group that are exceeded by the average score in the higher-
meaned group” (Valentine & Cooper, 2003, p. 3). For an
average effect size of d = 0.50, U, is approximately 69% of
the area under the normal curve. This means that students
at the mean of the treatment condition exceeded 69%
of students in the control condition. It also means that
students at the average of the treatment outperformed
students at the average of the control group (i.e., the 50th
percentile) by 19% (i.e, 69% — 50% = 19%). We will refer
to this difference as an “improvement index” when the
treatment condition outperforms the control condition
(i.e., + valence for the effect size). For example, for Research
Question 1 in this study, an average effect size of d = 0.50
would mean that participants in the simulation treatment
would have exceeded the performance of students
engaged in an equivalent non-simulation activity by 19%.
For Research Question 2, this would mean that participants
in the treatment condition containing some enhancement
would have exceeded average students in the condition
that received only simulation by 19%. Again, care needs to
be taken in interpreting these percentages because not all
distributions of effect sizes are normally distributed, as is
presumed in this approach to interpretation.

The variability of a collection of effect sizes is also
important. The statistic Q,__ is a sum of squares derived
from squared deviations around the mean of the
distribution that expresses this variability. Q,  is tested
for heterogeneity using the Chi-square distribution with
k - 1 degrees of freedom. [ is a statistic, derived from Qi
that indicates the percentage of true heterogeneity in a
distribution (i.e., the heterogeneity exceeding chance
expectations) and is assessed qualitatively (Higgins,
Thompson, Deeks & Altman, 2003) as low (P < 25%),
medium (25% < I < 75%) and high (P > 75%). Medium to
high levels of heterogeneity indicate that the fixed effect
mean is not a good fit to the data and that there possibly
are sources of between-study variability (i.e., moderator
variables) that can be explored to help describe, more

specifically, the nature of the average effect size.
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Analyses of Publication
Bias, Sensitivity, and
Methodological Quality
Outlier and sensitivity analysis

Outliers can play a significant role in distorting both the
overall mean and variability of a collection of effect sizes.
This is especially true for the fixed effect model where the
inverse of within study variance is used to give priority to
large studies with small standard errors and diminish the
effect of smaller studies (Viechtbauer & Cheung, 2010).The
random effects model ameliorates this bias somewhat by
incorporating average between-study variance (i.e., tau-
squared) into the inverse variance weights. However, even
with the random effects model, unrealistically large positive
or negative effect sizes should be degraded in magnitude
or removed from the collection. The following sections
detail the outlier analysis for three educational outcomes
— achievement, scientific inquiry and reasoning skills
and non-cognitive outcomes - across the two research
questions.

Achievement Outcomes

The range in the entire collection of achievement
outcomes was from g = -0.64 to +4.68. Because of its
potentially biasing effect, the large positive value of
+4.68 was truncated to the next highest value of +2.81.
No adjustments were made to the negative end of the
distribution. Also, there were no outliers detected by the
one-study removed procedure in Comprehensive Meta-
Analysis (Borenstein, Hedges, Higgins & Rothstein, 2011).
The average effect size was reduced from g+ = 0.57 to g+
= 0.55.Thus, the overall random effects weighted average
effect size was g+ = 0.55 with k = 96 outcomes.

Scientific Inquiry and Reasoning Skills

There were no outliers in this collection, since individual
effectsizesrangedfrom g=-0.82t0+0.88,and based onthe
one study removed procedure, none exerted a leveraging
effect (i.e., extreme effect sizes with large sample sizes)
on the weighted average effect size. The overall random
effects weighted average effect size was g+ = 0.36 with
k=17 outcomes.

Non-Cognitive Outcomes

This collection of outcomes primarily included measures
of attitudes, self-efficacy and other similar outcomes
found in the literature. There were k = 15 outcomes and
no outlying effect sizes. The range was g = -0.82 to 2.40
and the random effects weighted average effect size of
g+ =0.66.

Publication Bias Analysis

Analysis of publication bias seeks to determine if a
sizable number of studies might have been missed or
otherwise not included in a meta-analysis (Rothstein,
Sutton, & Borenstein, 2005) and that this number, if found
and included, would nullify the average effect. There
are various tools for assessing this bias, including the
examination of funnel plots (i.e., effect size by standard
error) and statistical procedures like classic fail-safe
analysis and Orwin’s fail-safe procedure. The classic fail-
safe procedure is used to determine how many null-
effect studies it would take to bring the probability of
the average effect to . Orwin’s procedure indicates the
number of null studies needed to bring the average
effect size to some standard of triviality (e.g., g+ = 0.10).
Duval and Tweedie’s (2000) procedure seeks to specify
the number of missing effect sizes necessary to achieve
symmetry between effect sizes below and or above the
mean. It then recalculates g+ considering the studies that
were imputed.

Achievement Outcomes

Publication bias was analyzed on the complete collection
of achievement outcomes across the two questions. For
achievement data (k = 96), using the Classic Fail-Safe
procedures, 8,909 additional null-effect studies would
be necessary to bring the overall probability to o = .05.
Additionally, according to Orwin’s Fail Safe procedure,
371 null-effect studies would be required to bring g+ to
the trivial level of 0.10. According to Duval and Tweedie’s
Trim and Fill Procedure, no effect sizes should be added to
the negative side of the distribution to achieve symmetry
under the random effects model. Thus, the random effects
weighted average effect size, with k = 96 effects, remains
unchanged from g+ =0.55.
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Scientific Inquiry and Reasoning Skills

The number of scientific and reasoning skills outcomes
was k = 17. Using the Classic Fail-Safe procedure, 112
additional null-effect studies would be necessary to bring
the overall probability to oo = .05. Additionally, according
to Orwin’s Fail Safe procedure, 51 null effect studies
would be required to bring g+ to the trivial level of 0.10.
According to Duval and Tweedie’s Trim and Fill Procedure,
one imputed value could be added to the negative end of
the distribution.Adding this hypothetical effect size would
bring symmetry and reduce the random effects model g+
from 0.36 to 0.33. According to this, no significant change
would be required in interpreting the random effects
weighted average of g+ = 0.36.

Non-Cognitive Outcomes

The number of effect sizes representing Non-Cognitive
Outcomes is k = 15. Using the Classic Fail-Safe procedure,
196 additional null-effect studies would be necessary
to bring the overall probability to o = .05. Additionally,
according to Orwin's Fail Safe procedure, 51 null-effect
studies would be required to bring g+ to the trivial level
of 0.10. According to Duval and Tweedie’s Trim and Fill
Procedure, no imputed values were required to achieve
symmetry. Thus, the random effects g+ for this outcome
type remains unchanged at 0.66.

Methodological quality assessment

The methodological quality of the research that is included
in a meta-analysis is important because of the influence
it exerts on the interpretability of the results. While meta-
analyses, by definition, do not provide causal explanations,
even when all of the studies are of high quality, research
design, in particular, affects the clarity of explanations that
can be extracted from the study.As a result, we investigated
methodological quality and attempted to reduce, as much
as possible, its influence as a counter explanation to the
research questions under study.

Research Design

A study’s research design is arguably its most important
characteristic in regards to threats to internal validity.
In a randomized control trial (RCT), participants are
assigned to groups at random so that selection bias, one
of Campbell and Stanley’s (1963) most important quality
criteria, is reduced or neutralized. In a quasi-experimental
design (QED), intact groups (e.g., classes in a school) are
used and selection bias is reduced or eliminated through
pretesting or matching (Shadish, Cook, and Campbell,
2001). As a first step we removed all pre-experiments that
did not include a control condition (i.e., pretest-posttest
only designs) or any mechanism for controlling selection
bias. Second, in assessing the methodological quality of

Exhibit 7. Comparison of Randomized Control Trials (RCTs) with Quasi-Experimental Design Studies (QEDs) by Outcome Type

Effect Size and Standard Error

Research Design

Confidence Interval

g+

SE Lower 95th Upper 95th

Achievement Outcomes

RCTs . 32 0.52 o1t 0.29 - 074
QEDs . 64 0.57 0.06 0.46 ~ 0.68
Q-Between =0.18,df=1,p= .67
Scientific Inquiry and Reasoning Skills
RCTs . 10 0.37 0.15 0.07 - 067
QEDs . 7 0.34 0.15 0.04 063
Q-Between = 0.02,df=1,p = .89)
Non-Cognitive Outcomes

RCTs . 3 - 0.21 0.13 -0.05 - 047
QEDs . 12 0.80 0.34 0.14 146
Q-Between = 2.66,df=1,p=.10

*n <.05
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the three collections of outcome measures, levels of the
two remaining types of research design (RCTs & QEDs)
were compared using the mixed effects moderator
variable model. In this approach to moderator variable
analysis, Q-Between (i.e,, the Q-value indicating the
difference between groups) is tested for significance.

Exhibit 7 below shows the overall weighted average
effect size for three collections of effect sizes, separated
by research design, randomized control trials (RCTs) and
quasi-experimental designs (QED).

For all three outcome types, the test of differences among
categories (Q-Between) indicates that RCTs and QEDs were
not significantly different from one another. Effectively,
this confirms that the type of research design will not
influence the interpretation of the overall weighted
average effects.

Measurement Validity and Reliability

According to Valentine and Cooper (2008) the quality
of measurement in primary studies is an important
consideration to be taken into account by a meta-analyst.
Two aspects of measurement were coded, instrument
validity and instrument reliability, and then subsequently
combined into a single coded variable representing
the joint technical quality of the instrumentation in
simulation studies.Due to the small number of effect sizes
and the limited number of categories for scientific inquiry
and reasoning skills and non-cognitive outcomes, only
achievement outcomes were subjected to scrutiny. (For
more information on the breakdown of types of validity
and reliability evidence see the Assessment section.)

Two forms of validity were identified from the literature
— expert panel review and evaluation and correlational
corroboration. Four coded levels of validity resulted:
1) expert panel review and evaluation; 2) correlational
corroboration; 3) both; and 4) not indicated (NI). The
“both” category was considered stronger evidence
of instrument validity. In this case NI was left in the
comparison to determine whether validity results that
were reported differed from those that were not reported.
Q-Between revealed no significant differences among
these categories (Q-Between = 4.99, df = 3, p = .17).
Similarly, instrument reliability was tested by using three

categories: 1) the reliability coefficient (such as Cronbach’s
alpha or Cohen’s kappa) was relatively high (above .75);
2) the reliability coefficient was between .4 and .75; and
3) the reliability coefficient was not indicated. Again,
Q-Between revealed no significant differences among
these categories (Q-Between = 1.25,df = 2,p = .54).

Other measures of methodological quality

There were five other coded study features that can have
an impact on methodological study quality: 1) source of
the outcome measure; 2) effect size extraction procedure
(i.e., the quality of the statistical information available in
studies); 3) instructor equivalence/non-equivalence; 4)
learning materials equivalence/non-equivalence; and
5) time-on-task equivalence/non-equivalence. Each of
these was considered to be an important indicator of
methodological quality, but since none was considered
as important as Type of Research Design (see Exhibit 7),
these five elements were combined into an ordinal level
composite index of methodological quality (Abrami &
Bernard, 2013). Each variable had two levels, one (“1”)
designating higher quality (i.e., the absence of this threat
to internal validity) and one (“0”) meaning lower level
(i.e., possible presence of the threat to internal validity).
For instance, in a particular study if two teachers each
taught different groups (e.g., the treatment and control
conditions), individual teacher differences might produce
an alternative explanation of results. This methodological
study feature would be coded “0,” on the corresponding
categories indicating this possible biasing effect. The full
scale of five variables, then, ranged from a low of 0 (i.e,,
minimum quality) to a high of 5 (i.e,, maximum quality).No
studies ended up with a value of 0, 9 studies had a value
of 1,27 studies had a value of 2,54 had a 3, 20 studies had
a 4,and 18 studies had a value of 5.The average value for
these studies was 3.09.

The results of random effects (method of moments) meta-
regression, run with inverse variance weighted effect
sizes as the outcome measure and the methodological
quality index as the predictor, yielded results. No
significant prediction was observed in any of the three
outcome types. Only one outcome type contained any
suggestion of bias due to the combination of these
methodological features. In the outcome category
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Scientific Inquiry and Reasoning Skills there is a positive
slope, suggesting that higher quality studies are higher
on the effects in this outcome type, but it not significant
(Q-Regression = 3.11, df = 1, p = .08). All three meta-
regression models were homogenous, based on the
significance level of Q-Residual (p > .25).

Overall,these analyses of the methodological quality of the
three sub-collections of outcomes reveal no weaknesses
that would diminish the straight forward interpretations
of the results. In the next section, we proceed to the
analysis by outcome measure and by research question.

Analysis by Outcome Type and
Research Question

As stated above, two research questions were identified in
order to classify the studies.These research questions are:

1)What is the difference, in terms of the three outcome
measures, between K-12 students who receive simulations
as a form of instruction and K-12 students who receive
some other kind of instructional treatment? The simulation
condition was designated the experimental condition and
the other was designated as the control condition.

2)What is the difference, in terms of the three outcome
measures, between K-12 students who receive simulations
and those who receive the same simulations that are
modified with some form of instructional enhancement,
such as dynamic representations, meta-cognitive support,

or extended feedback? For each included study, the
simulations with modifications group was designated the
experimental condition and the non-modified simulation
group was designated as the control condition.

In addition, three outcome variables were identified:
achievement outcomes, scientific inquiry and reasoning
skills, and non-cognitive outcomes. Exhibits 8, 9, and 10
show the results of the analyses by outcome type and
research question. For achievement outcomes (Exhibit 8),
both questions produced moderately high (i.e.,by Cohen’s
criteria) weighted average effect sizes (random effects).
The improvement indices of these effect sizes were 23%
and 19%, respectively. The weighted average effect sizes
of both collections were significantly greater than zero
and both were significantly heterogeneous under the
fixed effect model. The heterogeneity analyses, based on
the fixed effect model, were significant and the ’s were
moderate to high. Both are candidates for additional
moderator variable analysis.

Results for the outcomes referred to as Scientific Inquiry
and Reasoning Skills produced a somewhat more
modest effect for Research Question 1 based on k = 6
effect sizes, resulting in a weighted average effect size
(random effects) of g+ = 0.26 that was low (Improvement
Index = 10%) and not significantly greater than zero. The
small distribution was statistically homogeneous, but this is
not an unusual finding for small collections, since there is a
known bias in Q-Total in such circumstances (Higgins et al.
2003). Predictably, I is also low since it is based on Q-Total.

Exhibit 8. Summary Statistics for Question 1 and Question 2 for Achievement Outcomes

. Effect Size and Standard Error Confidence Interval
Research Questions 1 and 2
k g+ SE Lower 95th Upper 95th
Question 1 (N =2,947):
. . . . 46 0.62* 0.09 0.45 0.79
Simulation vs.No Simulation
Heterogeneity Q-Total = 209.80, df = 45,p < .001, > = 78.55
Question 2: (N =3,342)
Simulation Plus Modification vs. 50 0.49*% 0.06 0.36 0.61

Non-Modified Simulation

Heterogeneity

Q-Total =131.24,df=49,p < .001,F =62.66

*p < .05
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Research Question 2, however, based on 11 effect sizes
fared better, producing a weighted average effect size
(random effects) of g+ = 0.41. It was significantly greater
than chance expectations (Improvement Index = 16%),
and the collection was significantly heterogeneous.
The small number of studies made it unlikely that this
outcome measure would yield any important findings in
moderator variable analysis.

The results for Non-Cognitive Outcomes (Exhibit 10) were
similar to the achievement results but based on many
fewer effect sizes. Question 1 produced the highest
of all weighted average effect size (Improvement

Index = 25.5%) and it also contained the highest level
of between-study heterogeneity (i.e., indicating that the
studies differed greatly). With k = 12 effect sizes and such
wide variability, it is unlikely that this outcome type would
yield informative results in moderator variable analysis.

Question 2 for Non-Cognitive Outcomes produced only
k = 3 studies, too few to provide a reasonable assessment
for this question and outcome type. Interestingly, unlike
Question 1 for Non-Cognitive Outcomes, these results
were nearly homogeneous. Again, this is most likely to be
the result of the very small number of effect sizes.

Exhibit 9. Summary Statistics for Question 1 and Question 2 for Scientific Inquiry and Reasoning Skills

. Effect Size and Standard Error Confidence Interval
Research Questions 1 and 2
k g+ L3 Lower 95th Upper 95th
tion 1 (N = 347):
Question 1 { o 6 0.26 0.15 -0.03 0.55
Simulation vs.No Simulation
Heterogeneity Q-Total=7.85,df=5,p=.17, =36.32
Question 2: (N = 689)
Simulation Plus Modification vs. 11 0.41* 0.15 0.13 0.70

Non-Modified Simulation

Heterogeneity

Q-Total =32.03,df=10,p <.001,*=68.77

*p < .05

Exhibit 10. Summary Statistics for Question 1 and Question 2 for Non-Cognitive Outcomes

. Effect Size and Standard Error Confidence Interval
Research Questions 1 and 2
k g+ SE Lower 95th Upper 95th

Question 1 (N=663): 12 0.69* 033 0.05 133

Simulation vs.No Simulation

Heterogeneity Q-Total = 155.45,df=11,p < .001, *=92.92

Question 2: (N = 205)

Simulation Plus Modification vs. 3 0.52* 0.25 0.03 1.02

Non-Modified Simulation

Heterogeneity

Q-Total =5.74,df=2,p = .06, =65.13

*p < .05
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Moderator Variable Analysis -
Demographic and Substantive

Moderator variable analysis is conducted in an attempt to
uncover underlying patterns of difference among coded
levels of moderator variables (i.e., study characteristics:
demographic and substantive) that might help to explain

overall between-study variability in average effect size.

When the random effects model is used for the primary
analysis, it is appropriate to use the mixed effects model
for follow-up analysis. The mixed effects model, as the
name implies, uses both fixed and random analytical
approaches to come to a conclusion about the difference
between coded categories of a moderator variable. The
random effects model is used to produce weighted

average effect sizes within categories of the moderator.

The weighting approach is identical to that performed
on the entire collection, using the same random weights
that contain the two types of variance (i.e., within group
variance for each study - v, — and average between group
variance -12 - for each subgroup). As discussed in the

Methods section, Q-Between is assessed for significance.

If Q-Between is found to be significant (e.g., o <.05), post
hoc analysis may be used to assess differences between
categories.

Research Question 1
(Simulation versus No Simulation)

Achievement outcomes

Exhibit 11 shows the breakdown of studies between math
and science. The weighted average effect size for science
studies is significantly greater than zero, but math is not.
Math and science are significantly different from one
another,but the math category contains only four cases and
the g+ is negative. Based on the difference in studies plus
the large difference in average effects and their potentially
biasing effects the decision was made to separate math and
science in further analyses related to Research Question 1
for achievement outcomes.In the remainder of this section,
only science simulations will be examined.

Substantive Moderator Variables for Question 1

The next set of analyses, summarized in Exhibit 12, is
coded categories of substantive moderator variable.
Substantive in this context relates to the fact that these
variables are instructional characteristics that to some
extent can be manipulated by the teacher. While the
average effect size in most levels within each variable
category is significant, only one variable (Number of
Sessions) significantly discriminates among levels. Post
hoc contrasts (Bonferroni’s method, Hedges & Olkin, 1985)
revealed that the category“four - six sessions” produced a
significantly higher weighted average effect size (z=2.53,
p < .05) than the other three categories (“one session,”
“two - three sessions”and “more than eleven sessions”).

Exhibit 11. Comparison of Levels of Math and Science for Research Question 1 for Achievement Outcomes

. Effect Size and Standard Error Confidence Interval
Research Questions 1 and 2
k g+ SE Lower 95th Upper 95th
_ STEMSubject |

Math 4 -0.15 019 -0.52 022
Science 42 0.67% 009 0.50 - 0.84
Q-Total =15.28,df=1,p < .001
*p < .05
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Exhibit 12. Comparison of Levels of Substantive Moderator Variables for Question 1 for Achievement Outcomes

Effect Size and Standard Error

Levels
k gt

Confidence Interval
Lower 95th Upper 95th

SE

Simulation Type (Science only) (Removed Other = 2; NI = 5; Virtual World = 1)

Agent-based 5 0.78* 0.11 0.56 1.00
Phenomenon-based 17 071* 015 0.42 101
Viuallabs 12 oes 017 o034 o
Q-Between =0.31,df=2,p=.86
Curriculum (Science only) (Treatment only)
Simulation Embedded 22 081 012 0.58 - 1.04
Stand Alone/related 22 053 018 0.18 - 0.87
Stand Alone/not related 2 020 032 -0.43 - 082
NI 7 7 7 . 6 - 0.56* 013 0.31 081
Q-Between =4.33,df = 2,p = .12 (With category NI excluded)
Number of Sessions (Science only)

One Session 7 - 11 049* 016 0.17 - o081
Two to Three 7 o 3 039 013 0.14 064
Four - Six 9 0.91* 0.12 0.68 1.13
Eleven+ g8 044 010 0.23 064
NI 1 0.94* 0.27 0.41 147

*p < .05

Research Question 2
(Modified simulation versus
non-modified simulation)

Achievement outcomes:
Science and Math

Research Question 2 involves a comparison between
a non-modified simulation (the control condition) and
a simulation with some instructional modification (the
treatment condition). The results of the analyses of
demographic moderator variables are shown in Exhibit
13 below. As before, the comparison of math and science
comes first.From the table, it is clear that a difference exists
between the analysis of this question and the analysis of
Question 1. For research question 2 while there is still a
significant difference between the effect sizes for math

and science, the math average effect size is positive and
is much closer to the science one.The analysis presented
below is the two subject areas (i.e., math and science)
combined for substantive moderators (Exhibit 14).

Substantive Moderator Variables for Research
Question 2

Exhibit 14 below summarizes the findings for substantive
moderator variables. As noted below, for most of the
following moderator variable analyses, the coding of the
treatment condition only was used.In the cases where the
variable might be different between the two conditions
for a particular study, this information was almost always
contained in the Nature of Modification variable. The
moderator variable Assessment Delivery Mode is the
only substantive moderator variable that differentiates
between levels.
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Exhibit 13. Comparison of Levels of Math and Science for Research Question 2 for Achievement Outcomes

Effect Size and Standard Error Confidence Interval
Research Questions 1 and 2

Lower 95th Upper 95th

,,,,,,,,,,,,,,,,,,,, .. STEM Subject
Math 10 0.26 0.17 -0.08 0.59
Science 40 0.53* 0.07 0.39 0.66
00—
*p < .05

Exhibit 14. Comparison of Levels of Substantive Moderator Variables for Research Question 2 for Achievement
Outcomes (Math and Science combined)

Effect Size and Standard Error Confidence Interval
Levels
Lower 95th Upper 95th
Agrent-rlpaserdr - 3 0.94* 037 0.21 1.67
Phenomenon-bars”ed - 29 041* 009 0.24 0.58
 Virtual Labs 1 0.58* 0.13 034 o083

Q-Between =2.88,df=2,p=.24
Notes: 'Removed: Other k = 3; NIl k = 3;Virtual World k= 1.
Nature of Modification to Treatment

Rgpresrerntatironsm - v 032* omn 0.10 0.53
Scaffolding . 9 0.60* o1 0.38 0.82
Cooperative Learning 4 069* 016 0.37 1.02
Additional Real Lab . 2 039 032 -0.25 1.02
Haptic 3 043* 012 0.19 0.66
, Feedback 2 0.54* 0.27 0.01 , 1.08

Q-Between = 5.38,df = 5,p = .37 (All above variables in, except Cultural, k= 1)

Assessment Delivery Mode

Not Tercrhnoqugy—basedr 7 27 041* 009 0.23 0.59
Technology-based

5 0.67* 0.15 0.38 0.97
ALt S
Technology-based Not

4 0.11 0.09 -0.07 0.28
B Cdded e

O e [T T I b e

Q-Between =12.42,df =2, p = .002 (With category NI excluded)
*p < .05
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Assessment Information

There were 76 assessments listed across the 59 articles.
Some articles contained multiple outcome measures
which each corresponded to unique assessments. In
other articles the same assessment was used for multiple
studies leading to the same assessment corresponding to
multiple effect sizes. Each assessment was coded in order
to examine characteristics of the assessments such as: 1)
when it was taken; 2) how many items it contained; 3) who
developed it; and, 4) its validity and reliability.

Not all articles contained sufficient information on the
administered assessments. For example,only 13 complete
assessment included within their
respective articles. Sample items were provided for 28
assessments, but there were 34 assessments identified
in articles for which no items were included. (Note that
three of the instruments were based on the analysis of
student click-stream data (i.e., log files), and therefore no
instrument could be provided.)

instruments were

In order to obtain more information on assessments in
the study, authors were contacted by email. Information
was requested on the designers of the instrument, the
constructs targeted by the instrument, the number and
format of the items (or for a copy of the instrument), the
reliability and validity of the instrument and the time
period between the intervention and the administration of
the instrument. Currently authors representing 19 articles
of the 59 articles (32%) have responded with additional
information. The information received from these authors
was coded and is included in the analysis below.

The majority of the Q1 (simulation versus no simulation)
studies used assessments that were not technology
based, as the control group did not use technology. An
exception was a study conducted by Weller (1995) that
used a multiple choice assessment that was given on the
computer. Another study embedded the assessment into
the assignment (Michael, 2001). In this study the control
group was using LEGO bricks, while the experimental
group used a simulation involving LEGO bricks. In this
study, students were asked to create a “creature” that
would be found on a LEGO Planet (Michael, 2001). The
“original” and “useful” sub-scales of the creative product
semantic scale were used to judge the creativity of the
students’ artifacts.

There were 10 studies for the Q2 research question
(modified simulations versus non-modified simulations)
that included technology-based assessments. Five of
these studies used embedded assessments. Hulshof
and de Jong (2006), for example, examined the type of
operations a student used while interacting in a geometry
environment. Lohner, et al., (2005) used log files to obtain
a measure of students’ ability to model within different
environments. Vreman-de Olde & de Jong (2006) used
log files to determine how many design investigations
students can create in their simulation environment.
White and Frederiksen (1988) included two assessments
that again examined students’ work products while
using the simulation. The remaining 5 assessments were
combinations of multiple choice items and constructed
response items.

Exhibit 15.The Frequency Count of the Delivery Mode of the Assessments (5 Assessments Were Used to Answer

Both Q1 and Q2)

Delivery Mode Frequency (all) Frequency (Q1) Frequency (Q2)
Not technology based 53 39 18
Embedded within the simulation 6 | 1 | 5
Technology based, but not embedded in the simulation | 1 | 5
Not indicated 11 | 3 | 8
(Total) 76 44 36
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Exhibit 16.The Frequency Count by Assessment Designer Category (N = 76)

Assessment Designer Frequency

Researcher
Standardized Measure

Not Indicated

58
1

Exhibit 17:The Frequency Count by Assessment Source (N =76)

Assessment Source Frequency

Based on a previously developed measure
Designed for the study

Not Indicated

Most of the assessments were researcher designed (58 out
of the 76 assessments, see Exhibit 16). Often researchers
worked with teachers to create the assessment, or
teachers reviewed the researcher-designed assessments.
One study used a standardized assessment, the Scientific
Assessment Test (Akcay, 2003). There were three
assessments for which the designer of the assessment
was not indicated and the source of the assessment was
not identified.

Asdetailedin Exhibit 17,aboutonethird of theassessments
administered in the studies included in this meta-analysis
were from previously developed assessment materials. Of
these assessments only one research article did not state
which source these previously developed materials were
from. Approximately one third of the assessments were
designed specifically for the research study discussed in
the articles. The source for remaining one third was not
identified.

Results from our analysis indicate that, when investigating
the effectiveness of computer-based simulations in the
classroom, most studies use researcher designed paper/
pencil assessments. Moreover, we found that studies
typically did not provide sufficient detail about the

purposes, design method, and technical qualities of these
assessments. While nearly a third of the assessments
were taken from other studies and in those cases further
information may be contained in the articles describing
the previous study, most studies did not clearly describe
the purpose and qualities of items or tasks that comprised
the assessments used.

Reliabilitymeasureswerereported more oftenthanvalidity
measures, with the most common reported measure of
reliability being internal consistency. Validity was often
established by having experts review the assessments to
determine the content validity and representativeness of
the assessment items. Some studies also included inter-
rater reliability, and psychometric analyses performed
using data collected from pilot studies as evidence of the
validity of the inferences drawn from the assessment.

Overall, within the collection of studies that reported
sufficient information on their assessments, we found
wide variation in the types of constructs addressed
and in the number and types of items included on the
assessments.The studies also varied on the length of time
between the use of the simulation and the administration
of the assessment.
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Discussion

In this meta-analysis, we closely examined studies
that compared computer-based simulation learning
conditions versus non-simulation learning conditions. We
also examined studies that compared modified computer-
based simulation learning conditions versus the same
computer-based simulation without modification.
Outcome measures of interest included achievement,
scientific inquiry, and non-cognitive measures. A question
that arose early in our work was whether we needed to
analyze the three outcome measures we identified in the
literature separately by research questions to perform
the meta-analysis. We found that the between-study
variability across all outcomes and research questions
tended to exceed what would be expected by chance
sampling. This suggests that to perform appropriate
analyses on the effects of simulations on learning,
separating the different outcome measures and research
questions was necessary. Additionally, by not doing so,
we would have increased the likelihood of conflating our
multiple research questions and/or outcome measures
and subsequently draw inappropriate conclusions.
Although the average effect sizes were positive in each
of the groupings, the nature of the effects was slightly
different for the different types of studies and outcomes
and therefore these different groupings should not be
directly compared.

Research Question 1
(Simulation versus no simulation)

Regarding our first research question (simulation versus
no simulation), our results show that computer-based
simulations have an advantage in achievement over
non-simulation instruction. Many prior literature reviews
(e.g., Clark, Nelson, Sengupta, & D'Angelo, 2009; Scalise
et al, 2011; Smetana & Bell, 2012) have reached a similar
conclusion. This meta-analysis, however, was able to
quantify the magnitude of the average improvement due
to simulations and examine specific moderator variables.

Of the 46 effect sizes for achievement only 4 of them
had simulations in the subject area of mathematics. The
average of these four effect sizes was negative and there
was a statistically significant difference between these
effect sizes and those for science. Therefore, these two
subsets needed to be separated in subsequent moderator
variable analyses. Since mathematics had only 4 effect
sizes, moderator variable analyses were only performed
on the science effect sizes.The moderator variable analysis
showed that no significant differences existed across the
different types of simulations or the relationship of the
simulation to the curriculum (whether it was embedded,
related, or not directly related to the curriculum).

There was a significant difference found based on the
number of sessions in which students used a simulation in
science. Studies in which the simulation was used during
four to six sessions had a higher effect size than studies
that provided fewer or greater numbers of sessions.While
it might be expected that studies with four to six sessions
would have higher effect sizes than studies in which
students were only exposed to the simulation one to
three times (as students who have more exposure would
presumably have more opportunity to learn the material),
we also found that the studies in which students were
exposed to the simulation more than 11 times had a
lower effect size. One possible explanation for this is that
for the eight studies in which there were more than 11
sessions students who did not use the simulation still
might have had enough instruction so that they were able
to learn the material that was reinforced in the simulation
condition.The most common length of time for a session
was between 40-50 minutes (i.e., one typical class period).
No significant difference was found between the different
session durations; however, this may be due to the low
number of effect sizes in some of the categories.

Overall, our results indicate that using computer-based
simulations in science, in many different configurations
and contexts within the classroom, does improve student
science achievement compared to not using simulations.
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For scientific inquiry and reasoning skills, while the
overall effect size was positive in favor of the simulation
condition, the meta-analysis did not find a significant
difference between the simulation condition and the
non-simulation condition. This may be because only six
effect sizes were included in the analysis and they had a
wide standard error. Moderator variable analysis was not
performed due to the small number of overall effect sizes.

There were 12 effect sizes in the non-cognitive measures
outcome category. The average effect size was positive
and it was found that there was a statistically significant
difference in favor of the simulation condition. While the
moderator variable analysis did find some statistically
significant differences, the small sample size in each of
the categories suggests that these differences should be
interpreted with caution and these results should not be
generalized.

Research Question 2
(Modified simulations versus
non-modified simulations)

Regarding our second research question (modified
simulations versus non-modified simulations), our results
show that simulations supplemented or modified with
someotherformofinstructional treatment (e.g.,simulation
plus scaffolding, simulation plus special representations)
provided modest improvements in learning over non-
modified simulations. For this research question there
were 10 effect sizes in math and 40 effect sizes in science.
While the average effect size for math was found to be
positive, it was not found to be statistically significantly
different from zero. Moderator variable analyses were run
for science and math combined. The two engineering
effect sizes were included in the science sample as their
average effect sizes and standard errors were similar.

Many different kinds of modifications or enhancements
were used in the modified simulations. The types
of modifications did cluster in a few general areas,
specifically: scaffolding, representations, haptic feedback

(feedback involving touch), the addition of a hands-
on (real) laboratory activity, and cooperative learning.
While most of these categories had too few effect sizes
from which to make generalizations, the representations
and scaffolding categories were both found to have
a statistically significant average effect. Overall, there
was not a statistically significant difference between
the different types of modifications. For achievement
outcomes in math and science, no significant differences
were found across simulation type.

[tisinterestingtonotethatevenwhencomputersimulations
were used in both conditions, most of the assessments
administered were not technology-based, which indicates
that while technology was used for learning,assessment still
tends to be in the more traditional paper and pencil format.
Additionally, effect sizes associated with non-embedded
technology-based assessments =— where the assessment
technology was outside of or different than the learning
technology — were not found to be significantly different
from zero. There were only four effect sizes in this category
and so not much can be generalized from this, but it would
be interesting to investigate how the use of assessment
technologies that are different from technology used for
learning interacts with students’ ability to demonstrate
what they have learned.

There were 11 effect sizes related to scientific inquiry and
reasoning skills and 3 effect sizes related to non-cognitive
outcomes for research question 2. For both of these outcome
variables the average effect size was found to be in favor of the
simulations with modifications and was statistically significant
from zero. Since the non-cognitive outcome category had
such a small sample size this result should be interpreted
with caution and should not be generalized. Additional
moderator analyses were not run for this group. While the
moderator variable analysis was run for the scientific inquiry
and reasoning skills outcome category, these results should
also be interpreted with caution as the small sample size in the
different groups makes these results not generalizable.
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Limitations

It was noted that articles that contained detailed information
about specific simulation features typically did not also include
aresearch study and were therefore excluded from systematic
review at either the abstract or article stage.On the other hand,
articles with study details and outcome measures typically
did not have as many details about the design or features of
the simulation. Moreover, articles on some simulations that
were commonly used (such as NetLogo) might not contain
as many details as expected because they are well known.
Consequently, articles that provided more detail about the
features of the simulations studied were underrepresented in
the meta-analysis.As a result,we could not conduct moderator
analysis of specific simulation features.

Few research articles meeting our criteria in mathematics,
technology, and engineering,® were identified. Changing the
inclusion criteria to include college-age students in the sample
can increase the number of engineering simulation studies;
however, the same does not seem to be true of simulations
in the domain of mathematics and technology. Overall, this
suggests a need for high quality research studies that include
simulation across a range of STEM disciplines in grades K-12.

Meta-analyses only include research studies that report an
effect size or the data that allows the calculation of an effect
size.This excludes studies that use only qualitative methods.
Qualitative studies can explore research questions similar to
those discussed in this meta-analysis, but also can address
other related questions not addressed in this meta-analysis
and suggest other avenues of research.While conducting the
literature search for this meta-analysis, we identified 83 such
studies that included computer-based simulations for STEM
learning, but only collected qualitative data. Additionally,
some of the quantitative articles that were included in the
meta-analysis also contained additional research results that
came from qualitative methods that could not be reported
on here. These two pools of articles include a vast amount
of evidence that could be used to better understand and
support the findings reported in this study.

5 There were many studies involving engineering education, but they
were excluded because they used college-age or older students.

Conclusion

In this report,we have described our systematic review and
meta-analysis of the literature on computer simulations
designed to support science, technology,engineering,and
mathematics (STEM)learningin K-12instructional settings.
Both quantitative and qualitative research studies on the
effects of simulation in STEM were reviewed. Only studies
that reported effect size measures or the data necessary to
calculate effect sizes were included in the meta-analysis.
Initial search results identified 260 articles, of which
59 (23%) met this requirement. Results from the meta-
analysis of 59 studies indicate that, overall, simulations
have a beneficial effect over treatments in which there
were no simulations. Also, simulations with modifications
were shown to have a beneficial effect over simulations
without those modifications. Most of the assessments
used to measure outcomes associated with simulations
were paper/pencil based; few took advantage of the
affordances of the technology involved in the simulations
that were studied. It is important to note that the studies
included in the meta-analysis were predominately in
science education, suggesting that an important need
is @ more robust pool of high quality research studies on
simulations in other STEM domains at the K-12 level.Thus,
while our work shows that simulations, in many different
configurations or contexts within the classroom, can
improve student learning, there is still much to be learned
about the educational benefits of computer simulations
across the STEM domains.
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