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Retrieval + Reranking
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ResNet50+GeM 79.6

ResNet50+GeM+RANSAC 84.3



RANSAC



RANSAC

Only take x,y coronates as input. (Geometric Information)
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RANSAC is not optimal for reranking

Correlation/similarity and attention information are not considered.



RANSAC is not optimal for reranking

>1 s >1000GB



A Unified Solution with Only Transformers

• End-to-end Learnable

• Real-time Deployment 

• Beyond Geometry 
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𝑅^2 𝐹𝑜𝑟𝑚𝑒𝑟 Correlation Matrix
Last Dimension - 7: 
2×2: xy Coordinates

1×2: Attention Value

1×1: Similarity



Attention Map



Performance on Major Datasets

+9.1%



Top-1 Result on MSLS Challenge



Computational Efficiency

×4.7	Faster 22% Cost



Comparison with Other Reranking Methods

RRT (Reranking Transformer)

CVNet (Correlation Verification)



Transformer Token vs CNN Local Feature



Interpretability



Case Study



Summary
• A unified retrieval and reranking framework for place recognition 

employing only transformers, which demonstrates that vision 
transformer tokens are comparable and sometimes better than CNN 
local features in terms of reranking or local matching.

• A novel transformer-based reranking module that learns to attend to 
the correlation of informative local feature pairs. It can be combined 
with either CNN or transformer backbones with better performance 
and efficiency than other reranking methods, e.g. RANSAC.

• Code: https://github.com/Jeff-Zilence/R2Former

https://github.com/Jeff-Zilence/R2Former
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